


Chapter 1

Abel   and   Euler  Summation

Formulas   for   SBV  ð Þ Functions
Sergio  Venturini

Abstract

The   purpose   of   this   paper   is   to   show   that   the   natural   setting   for   various   Abel  and 
Euler-Maclaurin   summation   formulas   is   the   class   of   special   function   of  bounded 

variation.   A   function   of   one   real   variable   is   of   bounded   variation   if   its  distributional 
derivative   is   a   Radom   measure.   Such   a   function   decomposes   uniquely   as   sum  of 

three   components:   the   first   one   is   a   convergent   series   of   piece-wise   constant  func-
tion,   the   second   one   is   an   absolutely   continuous   function   and   the   last   one   is   the  so-

called   singular   part,   that   is   a   continuous   function   whose   derivative   vanishes  almost 
everywhere.   A   function   of   bounded   variation   is   special   if   its   singular   part  vanishes 

identically.   We   generalize   such   space   of   special   function   of   bounded   variation  to 
include   higher   order   derivatives   and   prove   that   the   functions   of   such   spaces   admit  a 

Euler-Maclaurin   summation   formula.   Such   a   result   is   obtained   by   deriving   in  this 
setting   various   integration   by   part   formulas   which   generalizes   various   classical  Abel 

summation  formulas.

Keywords:   Euler   summation,   Abel   summation,   bounded   variation  functions, 
special   bounded   variation   functions,   Radon  measure

1. Introduction

Abel   and   the   Euler-Maclaurin   summation   formulas   are   standard   tool   in  number 
theory   (see   e.g.   [1,  2]).

The   space   of   special   functions   of   bounded   variation   ( SBV )   is   a   particular  subclass 
of   the   classical   space   of   bounded   variation   functions   which   is   the   natural   setting  for 

a   wide   class   of   problems   in   the   calculus   of   variations   studied   by   Ennio   De   Giorgi  and 
his   school:   see   e.g.   [3,  4].

The   purpose   of   this   paper   is   to   show   that   this   class   of   functions   (and  some 
subclasses   introduced   here   of   function   of   a   single   real   variable)   is   the  natural 

settings   for   (an   extended   version   of)   the   Euler-Maclaurin  formula.

                          Let us describe now what we prove in this paper.
                                     In Section 2 we obtain some integration by parts -like formulas for functions of“ ”

                           bounded variations which imply the various Abel summation techniques (Propo-“ ”

                                      sitions (0.6), (0.7), and the relative examples) and in Section 3 we give some
                                criterion for the absolute summability of some series obtained by sampling the

              values of a bounded variations function.
                                      The last section contains the proofs of the main result of this paper (Theorem

              (0.1)) that we will now describe.

        We denote by C1     ð Þ (resp. C k        a b,½ ð ÞÞ, L 1     ð Þ and L∞           ð Þ respectively the space of
                       continuously differentiable functions (resp. -times differentiables functions on thek
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           closed interval ,a b½ ), the space of Lebesgue (absolutely) integrable functions and
        the space of essentially bounded Borel functions on .

           Given and we setf :  ! x ∈ 

f xþð Þ ¼ lim
h!0þ

 f x þ hð Þ , (1)

f xð Þ ¼ lim
h!0

 f x þ hð Þ , (2)

δf xð Þ ¼ f xþð Þ  f x  ð Þ : (3)

            We denote by BV ð Þ the space of bounded variation complex functions on ;

             we refer to [5, 6] for the main properties of functions in BV ð Þ .
              Any real function of bounded variation can be written as a difference of two non

          decreasing functions. It follows that if f BV∈ ð Þ then f x þ  ð Þ, f x   ð Þ and δf xð Þ exist
           for each and the setx ∈  x ∈ jδf xð Þ 6¼ 0f g       is an arbitrary at most countable subset

     of . Moreover, the derivative f
0         xð Þ exists for almost all andx ∈  f 0  xð Þ ∈ L 1

ð Þ .
                 Let f BV∈ ð Þ . We denote by the unique Radon measure on such that fordf 

      each open interval ,a b ⊂ ½

    df a bð , ½Þ ¼ f að Þ  f b þ 
 : (4)

            We recall that is if for any bounded Borel functionf special u

ð



 u xð Þ df xð Þ ¼
ð



u xð Þ f 0  xð Þdx þ
X

  x ∈ 

 u xð Þδ f xð Þ : (5)

            We denote by SBV ð Þ the space of all special functions of bounded variation.
      We also say that f BV∈ loc    ð Þ (resp. f SBV∈ loc            ð Þ ) if for each , , witha b ∈  a b<

 the function

f xð Þ ¼
      0 if x a x b< or > ,

      f xð Þ if ,a x b≤ ≤

(
(6)

     is in BV ð Þ (resp. SBV ð Þ ).
  We define SBV n  ð Þ inductively setting

SBV 1   ð Þ ¼ SBV ð Þ , (7)

      and for each integer 1n >

SBV n     ð Þ ¼ f SBV∈ ð Þ j f 0  ∈ SBVn1
ð Þ

 
(8)

   We denote by B n  and Bn           xð Þ, 1, 2, respectively the Bernoulli numbers andn ¼ …

      the Bernoulli functions. Let us recall that

B 1 xð Þ ¼
  0 if x ∈ ,

  x x ½   1

2
   if ,x ∈  n

8
><

>:

(9)

             where x½  stands for the greatest integer less than or equal to andx B n   xð Þ, n ¼
         2, 3, are the unique continuous functions such that…
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B n   x þ 1ð Þ ¼ Bn  xð Þ, (10)

B0
n xð Þ ¼ nB n1  xð Þ, (11)
Ð1

0 Bn   xð Þdx ¼ 0: (12)

 Moreover B 2 1nþ        ¼ 0 for 0 andn > B n  ¼ B n    0ð Þ for 1.n >

         The main results of this paper is the following theorem.

     Theorem 0.1 Let f SBV∈ m           ð Þ , 1 and suppose , ,m ≥ f … f mð Þ  ∈ L 1  ð Þ . Then

X

  n ∈ 

f nþð Þ þ f nð Þ
2

¼
ð



 f xð Þ dx þ
X

  x ∈ 

Xm

k¼1

1ð Þk1

k!
B k  xð Þ δ f k1ð Þ xð Þ

þ 1ð Þm1

m!

ð



B m xð Þ f
mð Þ

xð Þ dx:

(13)

   Remark. The sum “
P

  x ∈ 
         ” “in the right hand side of the above Euler-Maclaurin

                  formula (13) is actually a sum over the subset of the such that some of the” x ∈ 

 terms Bk  xð Þ δ f k1ð Þ              xð Þ do not vanish. We point out that such a set can be an arbitrary
     at most countable subset of .

                   Remark. Let and , be two integers and let be a function of classp q p q< f Cm on
                the interval ,p q½ . Set f xð Þ ¼ 0 when is outside of the interval ,x p q½ . Then the

        classical Euler-Maclaurin formula (see, e.g. Section 9.5 of [7])

Xq1

k p¼
f kð Þ ¼

ðq

p
 f xð Þ dx þ
Xm

k¼1

B k

k!
f k1ð Þ qð Þ  f k1ð Þ pð Þ

 

þ 1ð Þ m1
B m

m!

ðq

p
Bm xð Þ f mð Þ xð Þ dx,

(14)

    follows easily from Theorem 0.1.
          Remark. Any f BV∈ ð Þ decomposes uniquely as f f¼ 1  þ f 2  þ f 3   , where f 1 xð Þ

     can be written in the form

f 1 xð Þ ¼
Xþ∞

n¼1

φ n  xð Þ (15)

  where each φ n      xð Þ is a piece-wise constant function, f 2   xð Þ is an absolutely
   continuous function and f 3       xð Þ is a singular function, that is f 3   xð Þ is continuous and

f 0
 3 xð Þ            ¼ ¼0 for almost all . Thenx ∈  f f 1  þ f 2  þ f 3       is special if, and only if, f 3  ¼ 0

         and in this case, for each bounded Borel function u xð Þ ,
ð



u xð Þdf 1 xð Þ ¼
X

  x ∈ 

u xð Þδf xð Þ , (16)

Ð


u xð Þdf 2 xð Þ ¼
Ð


u xð Þ f

0
xð Þ dx: (17)

             In this paper we do not need of the existence of such a decomposition.

    2. Integration by parts formulas

      Our starting point is the following theorem:
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              Theorem 0.2 Let , two complex function. Assume thatf g :  !
    f BV∈ ð Þ ∩ L1    ð Þ and g BV∈ loc  ð Þ ∩ L ∞  ð Þ . Then

ð



f xþ  ð Þdg xð Þ þ
ð



g x    ð Þdf xð Þ ¼ 0, (18)

ð



f x  ð Þdg xð Þ þ
ð



g x þ   ð Þdf xð Þ ¼ 0, (19)

ð



f x þð Þ þ f x ð Þ
2

 dg xð Þ þ
ð



g x þð Þ þ g x ð Þ
2

  df xð Þ ¼ 0 (20):

              Proof: Let , with . Theorem 7.5.9 of [5] yieldsa b ∈  a b<

ð

 ½a b,

f xþ  ð Þdg xð Þ þ
ð

 ½a b,

g x  ð Þdf xð Þ ¼ f b ð Þg b ð Þ  f aþð Þg aþ  ð Þ, (21)

ð

 ½a b,
f x  ð Þdg xð Þ þ

ð

 ½a b,
g x þ  ð Þdf xð Þ ¼ f bð Þg bð Þ  f a þð Þg aþ  ð Þ: (22)

   Since f L∈ 1  ð Þ then necessarily

lim
b!þ∞

f b ð Þ ¼ lim
a!∞

f a þ  ð Þ ¼ 0 (23):

   Since g L∈ ∞  ð Þ then g xþ  ð Þ and g x      ð Þ are bounded and we also have

lim
b!þ∞

f bð Þg b ð Þ ¼ lim
a!∞

f a þð Þg a þ  ð Þ ¼ 0 (24):

              and hence one obtains the formulas (18) and (19) taking the limits as a !  ∞

       and b ! þ ∞ respectively in (21) and (22).
           Formula (20) is obtained summing memberwise (18) and (19) and dividing by

 two. □

  Next we prove:
              Theorem 0.3 Let , two complex function. Assume thatf g :  !

    f BV∈ ð Þ ∩ L1    ð Þ and g SBV∈ loc  ð Þ ∩ L ∞    ð Þ and suppose that g 0  ∈ L ∞  ð Þ . Then

ð



f xð Þ g0  xð Þ dx þ
X

  x ∈ 

0
f xþð Þδg xð Þ þ

ð



g x   ð Þdf xð Þ ¼ 0, (25)

ð



f xð Þ g0  xð Þ dx þ
X

  x ∈ 

0
f xð Þδg xð Þ þ

ð



g xþ   ð Þdf xð Þ ¼ 0, (26)

ð



f xð Þ g 0  xð Þ dx þ
X

  x ∈ 

0 f x þð Þ þ f xð Þ
2

δg xð Þ þ
ð



g xþð Þ þ g xð Þ
2

  df xð Þ ¼ 0 (27):

where

X  x ∈ 

0
 ≔ lim

a!∞

b!þ∞ X    a x b< <

 : (28)

        Moreover, if the function also is continuous thenf
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ð



f xð Þ g 0  xð Þ dx þ
ð



  g xð Þdf xð Þ ¼ 0, (29)

         Proof: Given , , seta b ∈  a b<

  g a, ,b xð Þ ¼
   0 ,x a≤

     g xð Þ a x b< < ,

   0 x b≥ :

8
><

>:
(30)

        The function h xð Þ ¼ g a, ,b xð Þ is in SBV ð Þ ∩ L ∞     ð Þ . Hence, formula (18) yields

ð



f xþ  ð Þdh xð Þ þ
ð



h x    ð Þdf xð Þ ¼ 0 (31):

     Since h SBV∈ ð Þ we have

ð



f x þ  ð Þdh xð Þ ¼
ðb

a

f x þð Þg 0  xð Þ dx þ
X

  x ∈ 

f xþ    ð Þδg a, ,b xð Þ : (32)

 But f xþ        ð Þ ¼ f xð Þ for almost all and hencex ∈ 

ð



f x þ  ð Þdh xð Þ ¼
ðb

a

f xð Þ g 0  xð Þ dx þ
X

  x ∈ 

f xþ    ð Þδg a, ,b xð Þ , (33)

    which combined with (31) yields

ðb

a

f xð Þ g0  xð Þ dx þ
X

  x ∈ 

f xþ   ð Þδg a, ,b xð Þ þ
ð



  g a, ,b x   ð Þ df xð Þ ¼ 0 (34):

       Using the definition of g a , ,b xð Þ we have

X

  x ∈ 

f xþ   ð Þδg a, ,b xð Þ ¼ f aþð Þg a þð Þ þ
X

    a x b< <

f xþ  ð Þδg xð Þ , (35)

 and hence

X

    a x b< <

f x þð Þδg xð Þ ¼  f a þð Þg aþð Þ 
ðb

a
f xð Þ g 0  xð Þ dx 

ð



  g a , ,b x   ð Þ df xð Þ : (36)

         As in the proof of the previous theorem we have

lim
a!∞

f a þð Þg a þ  ð Þ ¼ 0 (37):

   Since f L∈ 1  ð Þ and g 0  ∈ L∞  ð Þ then f g 0  ∈ L 1  ð Þ and hence

lim
a!∞

b!þ∞ ð

b

a
f xð Þ g 0  xð Þ dx ¼

ð


f xð Þ g0  xð Þ dx: (38)

             The Rad on measure df xð Þ is bounded and the functions x ↦ g a, ,b xð Þ are
             equibounded with respect to a and b; by the Lebesgue dominated convergence we have
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lim
a!∞

b!þ∞

ð



  g a , ,b x   ð Þ df xð Þ ¼
ð



g x   ð Þdf xð Þ : (39)

    From (36) it follows that

lim
a!∞

b!þ∞

X

    a x b< <

f x þð Þδg xð Þ ¼
X

  x ∈ 

0
f x þð Þδg xð Þ ¼ 

ð



f xð Þ g0  xð Þ dx 
ð



g x   ð Þdf xð Þ (40)

    which is equivalent to (25).
               The proof of (26) is obtained in a similar manner using (19) instead of (18), and

           (27) is obtained summing memberwise (25) and (26) and dividing by two.
       If the function is continuous theng g xþð Þ ¼ g x      ð Þ ¼ g xð Þ for each ,x ∈ 

X

  x ∈ 

0
f x þ  ð Þδg xð Þ ¼ 0, (41)

     and (29) follows from, e.g., (25).
□

            Example. This example shows that in the hypoteses of Theorem (0.3) the series

X

  x ∈ 

0
f xþ  ð Þδg xð Þ (42)

       is not, in general, absolutely convergent. Indeed, set

f xð Þ ¼
  0 if x ≤ 1 2,=

1=x 2    if 1 2,x > =


(43)

and

g xð Þ ¼ 1 i f
ffiffiffiffiffiffiffiffiffiffiffiffiffi

  2 1n 
p

  < x ≤
ffiffiffiffiffi
2n

p
   , ,n ∈ 

0 i f
ffiffiffiffiffi
2n

p
  < x ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffi
  2 1n þ

p
   , n ∈ :

(
(44)

  Then the integral

ð



f 0  xð Þ g xð Þdx ¼
Xþ∞

n¼1

ð ffiffiffiffi
2n

p

ffiffiffiffiffiffiffiffi
2 1n

p  df xð Þ ¼ 
Xþ∞

n¼1

1

   2 2 1n n ð Þ (45)

     is absolutely convergent, but the series

X

  x ∈ 

0
f xþð Þδg xð Þ ¼

Xþ∞

n¼1

1ð Þn

n
(46)

     is convergent but not absolutely convergent.
     We also have the following theorem.

              Theorem 0.4 Let , two complex function. Assume thatf g :  !
    f SBV∈ ð Þ ∩ L1    ð Þ and g SBV∈ loc  ð Þ ∩ L ∞    ð Þ and suppose that g0  ∈ L∞  ð Þ . Then

ð

f 0  xð Þ g xð Þdx þ ð

f xð Þ g 0  xð Þ dx þ
X  x ∈ 

δf xð Þg x þð Þ þ
X  x ∈ 

0
f x  ð Þδg xð Þ ¼ 0, (47)
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ð



f 0  xð Þ g xð Þ dx þ
ð



f xð Þ g 0  xð Þ dx þ
X

  x ∈ 

δf xð Þ g xð Þ þ
X

  x ∈ 

0
f xþ  ð Þδg xð Þ ¼ 0, (48)

ð



f 0  xð Þ g xð Þ dx þ
ð



f xð Þ g 0  xð Þ dx þ
X

  x ∈ 

g x þð Þ þ g x ð Þ
2

δf xð Þ

þ
X

  x ∈ 

0 f xþð Þ þ f x ð Þ
2

δg xð Þ ¼ 0,

(49)

where

X

  x ∈ 

0
 ≔ lim

a!∞

b!þ∞

X

    a x b< <

(50)

       If the function also is continuous theng

ð



f 0
 xð Þ g xð Þdx þ
ð



f xð Þ g0  xð Þ dx þ
X

  x ∈ 

 g xð Þ δf xð Þ ¼ 0, (51)

              Proof: Let and be as in the theorem. By formula (26) we havef g

ð



f xð Þ g 0  xð Þ dx þ
X

  x ∈ 

0
f x ð Þδg xð Þ þ

ð



g x þ   ð Þdf xð Þ ¼ 0 (52):

         Since f SBV∈ ð Þ, using the fact that g xþ        ð Þ ¼ g xð Þ for almost all , we obtainx ∈ 

ð



g xþ  ð Þdf xð Þ ¼
ð



g xð Þ f
0

 xð Þ dx þ
X

  x ∈ 

g x þ  ð Þδf xð Þ : (53)

              Then (52) and (53) yield (47). Formulas (48) and (49) are obtained in a similar
         manner using respectively Formulas (25) and (27) instead of (26).

       If the function is continuous theng g xþð Þ ¼ g x      ð Þ ¼ g xð Þ for each ,x ∈ 

X

  x ∈ 

0
f x þ  ð Þδg xð Þ ¼ 0, (54)

      and (51) follows from, e.g., (47). □

      Theorem 0.4 generalizes to high order derivatives.
                   Theorem 0.5 Let , two complex function. Let 0 be a positivef g :  ! m >

     integer. Assume that f SBV∈ m      ð Þ with , ,f … f mð Þ  ∈ L1    ð Þ and g SBV∈ m
loc ð Þ with

   g g, ,… mð Þ  ∈ L∞  ð Þ . Then

1ð Þ m1ð Þ
ð



f mð Þ  xð Þ g xð Þ dx þ
ð



f xð Þ g mð Þ xð Þ dx

þ

X
  x ∈ 

X

m

k¼1

1ð Þ k1
 δ f k1ð Þ xð Þ g m kð Þ xþð Þ

þ
X  x ∈ 

0

X

m

k¼1

1ð Þk1 f k1ð Þ x ð Þδg m kð Þ xð Þ ¼ 0,

(55)
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1ð Þ m1ð Þ
ð



f mð Þ  xð Þ g xð Þ dx þ
ð



f xð Þ g mð Þ xð Þ dx

þ
X

  x ∈ 

Xm

k¼1

1ð Þ k1
 δ f k1ð Þ xð Þ g m kð Þ xð Þ

þ
X

  x ∈ 

0 Xm

k¼1

1ð Þk1 f k1ð Þ x þð Þδg m kð Þ xð Þ ¼ 0,

(56)

1ð Þ m1ð Þ
ð



f mð Þ  xð Þ g xð Þdx þ
ð



f xð Þg mð Þ xð Þ dx

þ
X

  x ∈ 

Xm

k¼1

1ð Þ k1
 δ f k1ð Þ xð Þ g m kð Þ x ð Þ þ g m kð Þ xþð Þ

2

þ
X

  x ∈ 

0 Xm

k¼1

1ð Þ k1 f k1ð Þ x ð Þ þ f k1ð Þ x þð Þ
2

δg m kð Þ xð Þ ¼ 0,

(57)

              Proof: We prove first the formula (55). The proof is by induction on . Whenm
                m m¼ 1 (55) reduces to (47). Assume that (55) holds for  1, that is

1ð Þ m2ð Þ
ð



f m1ð Þ  xð Þ g xð Þdx þ
ð



f xð Þ g m1ð Þ xð Þ dx

þ
X

  x ∈ 

Xm1

k¼1

1ð Þk1
 δ f k1ð Þ xð Þ g m k 1ð Þ x þð Þ

þ
X

  x ∈ 

0 Xm1

k¼1

1ð Þk1 f k1ð Þ x ð Þδg m k 1ð Þ xð Þ ¼ 0:

(58)

   Replacing withf f 0            , with 1 and changing the sign we obtaink k þ

1ð Þ m1ð Þ
ð



f mð Þ  xð Þ g xð Þdx 
ð



f 0 xð Þ g m1ð Þ xð Þ dx

þ
X

  x ∈ 

Xm

k¼2

1ð Þk1
 δ f k1ð Þ xð Þ g m kð Þ xþð Þ

þ
X

  x ∈ 

0Xm

k¼2

1ð Þ k1 f k1ð Þ xð Þδg m kð Þ xð Þ ¼ 0:

(59)

   Replacing withg g m1ð Þ    in (47) we obtain

ð



f 0
xð Þ g m1ð Þ Þ  xð Þ dx þ

ð



f xð Þ g m xð Þ dx

þ
X

  x ∈ 

δf xð Þ g m1ð Þ xþð Þ þ
X

  x ∈ 

0
f xþð Þδg m1ð Þ xð Þ ¼ 0:

(60)

      Summing (59) and (60) we obtain (55).
       The proofs of (56) and (57) are similar.

□

       We say that a function f SBV∈ loc      ð Þ is a ifstep function f 0   xð Þ ¼ 0 for almost
   every .x ∈ 
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        The following propositions are easy consequences of Theorem (0.4).
               Proposition 0.6 Let ,u v½  ⊂  be a bounded closed interval and let be anf

            absolutely continuous function on the closed interval ,u v½ . Let g SBV∈ loc  ð Þ be a
  step function. Then

ðv

u

f 0   xð Þ g xð Þdx ¼ f vð Þ g vð Þ  f uð Þg uþð Þ 
X

    u x v< <

 f xð Þ δg xð Þ : (61)

              Proof: First we extend the functions as zero outside of the interval ,f u v½ . W e
              may also assume that the function is zero outside of a bounded open intervalg

         containing the closed interval ,u v½ . Observe that then f u þ  ð Þ ¼ f uð Þ, f vð Þ ¼ f vð Þ
 and f uð Þ ¼ f vþ       ð Þ ¼ 0 and therefore δf uð Þ ¼ f uð Þ, δf vð Þ ¼  f vð Þ and δf xð Þ ¼ 0 for

       x u v6¼ , . By (47), we have

ð



f 0
 xð Þ g xð Þdx þ
ð



f xð Þ g0  xð Þ dx þ
X

  x ∈ 

0
f xþð Þδg xð Þ þ

X

  x ∈ 

g x  ð Þδf xð Þ ¼ 0 (62):

       Since is a step function theng g0           xð Þ ¼ 0 for almost all and hence it followsx ∈ 

that

ð



f 0
 xð Þ g xð Þ dx ¼ 

X

  x ∈ 

0
f xþð Þδg xð Þ 

X

  x ∈ 

g x  ð Þδf xð Þ : (63)

           The function by construction has compact support, and hence, asf f v þð Þ ¼ 0,
 we have

X

  x ∈ 

0
f xþð Þδg xð Þ ¼ f uþð Þ g u þð Þ  g u ð Þð Þ þ

X

    u x v< <

f x þð Þδg xð Þ

 ¼ f uð Þg uþð Þ  f uð Þ g u ð Þ þ
X

    u x v< <

f x þð Þδg xð Þ ,
(64)

and

X

  x ∈ 

g x ð Þδf xð Þ ¼ g u ð Þ δf uð Þ þ g v ð Þ δf vð Þ ¼ f uð Þ g uð Þ  f vð Þg v  ð Þ : (65)

       Summing memberwise the last two formulas we obtain

X

  x ∈ 

0
f xþð Þδg xð Þþ

X

  x ∈ 

g xð Þδf xð Þ ¼  f vð Þ g vð Þ þ f uð Þ g u þð Þ

þ
X

    u x v< <

f xþð Þδg xð Þ,
(66)

  as desired. □

       Proposition 0.7 Let ,f g SBV∈ loc          ð Þ be two step function. Let ,u v½  ⊂  be a
   bounded closed interval. Then

X
    u x v< <

g xþð Þδf xð Þ ¼ f vð Þ g v ð Þ  f u þð Þ g uþð Þ 

X
    u x v< <

f x  ð Þδg xð Þ : (67)

               Proof: Set both the functions and to zero outside the closed interval ,f g u v½ .
   Then formula (47) yields
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X

  x ∈ 

f xþð Þδg xð Þ þ
X

  x ∈ 

g x  ð Þδf xð Þ ¼ 0 (68):

 But then
X

  x ∈ 

f x þð Þδg xð Þ ¼ f u þð Þ g u þð Þ þ
X

    u x v< <

f x þ  ð Þδg xð Þ, (69)

and
X

  x ∈ 

g xð Þδf xð Þ ¼ f v ð Þ g v ð Þ þ
X

    u x v< <

g x   ð Þδf xð Þ ; (70)

hence

f u þð Þ g u þð Þ þ
X

    u x v< <

f xþð Þδg xð Þ  f v ð Þ g v ð Þ þ
X

    u x v< <

g x  ð Þδf xð Þ ¼ 0, (71)

     which is equivalent to (67). □

      Example 1. (Abel summation I) Let an         ð Þ , be a sequence of complexn ∈ 

   numbers such that a n        ¼ 0 for n < < 0. Then the function

A xð Þ ¼
X

  n x<

an (72)

     is a step function in SBV loc   ð Þ . I f f C∈ 1     u v,½  then Proposition (0.6) yields

ðv

u

f 0
  xð Þ A xð Þdx ¼ f vð Þ A v ð Þ  f uð Þ A uþð Þ 

X

    u n v< <

f nð Þa n  : (73)

      Example 2. (Abel summation II) Let an  ð Þ , bn         ð Þ, be two sequence of complexn ∈ 

           numbers. Let , be defined respectively settingf g !  f xð Þ ¼ an  and g xð Þ ¼ b n when
             n x n n≤ < þ 1, ∈ . C le a r ly f g SBV, ∈ loc        ð Þ and they are two step functions. Let be

                       given two integers and ,p q p q< . Set u p v q¼ and ¼ þ 1. Then it is easy to show that

X

    u x v< <

g xþð Þδf xð Þ ¼
Xq

n p¼ þ1

b n an   an1  ð Þ (74)

and

X

    u x v< <

f xð Þδg xð Þ ¼
Xq

n p¼ þ1

an1 b n   b n1  ð Þ ; (75)

   hence, Proposition (0.7) yields

Xq

n p¼ þ1

bn a n   a n1ð Þ ¼ a q bq   a p bp 
Xq

n p¼ þ1

a n1 b n   b n1  ð Þ: (76)

  3. Sampling estimates

           In this section we give some conditions which ensures the absolute convergence
    of series of the form

P
  x E∈ f x ð Þ þ f x þ       ð Þð Þ =2 where is a function absolutelyf

           integrable of bounded variation and is a countable subset of .E 
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        The basic estimate is given in the following lemma.
                    Lemma 0.8 Let be an open subset and let be a finite subset of .A ⊂  F A⊂ A

        Assume that there exist 0 such thata >

x 1  , x2   ∈ F x, 1  6¼ x 2  ) ∣x 1   x 2 ∣ ≥ a,

        x F y A x y a∈ , ∈ n ) ∣  ∣ ≥ = :2
(77)

        Then, for any complex functionf BV∈ ð Þ ∩ L1  ð Þ we have

X

  x F∈

f xð Þ þ f xþð Þ
2



 ≤
1

a

ð

A

 ∣f xð Þ∣ dx þ 1

2

ð

A

   ∣ ∣df xð Þ (78)

  Proof: Let define

g xð Þ ¼
         0, if 1x <  =2 or x ¼ 0 o r x ≥ 1 2,=

         x xþ 1 2, if= 1 2= ≤ < 0,

        x x 1 2, if 0= ≤ < 1 2,=

8
><

>:
(79)

 and set

G xð Þ ¼
X

  y F∈

g
  x y

a

 
 : (80)

      For each we havex ∈ 

G xð Þ þ G x þð Þ
2

  ¼ G xð Þ (81)

  By Eq. (27)


X

  x ∈ 

0 f xþð Þ þ f xð Þ
2

δG xð Þ ¼
ð



f xð Þ G0  xð Þ dx þ
ð



  G xð Þ df xð Þ: (82)

  We also have

δG xð Þ ¼
  1 if x F∈ ,

  0 i f x F∈ n ,


(83)

 which implies


X

  x ∈ 

0 f xþð Þ þ f x ð Þ
2

δG xð Þ ¼
X

  x F∈

f xð Þ þ f xþð Þ
2

 : (84)

Set

  E ¼ ⋃
  x F∈

         þx a x, a :½ (85)

      Then andF E A⊂ ⊂

G 0 xð Þ ¼
    1 if ,=a x E∈

  0 if x E∈ n , (86)
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 and hence

ð



f xð ÞG 0  xð Þ dx ¼ 1

a

ð

E
 f xð Þ dx: (87)

       Moreover we have G xð Þ ¼ 0 i f x E∈ n and hence

X

  x F∈

f x ð Þ þ f xþð Þ
2

¼
ð



f xð Þ G 0  xð Þ dx þ
ð



 G xð Þdf xð Þ

¼ 1

a

ð

E
 f xð Þ dx þ
ð

E
 G xð Þdf xð Þ:

(88)

            Taking modules, and observing that ∣G xð Þ∣ ≤ 1 2 for each , we obtain= x E∈

X

  x F∈

f xð Þ þ f x þð Þ
2



≤
1

a

ð

E
 ∣f xð Þ ∣dx þ
ð

E
  ∣G xð Þ kdf x∣ ð Þ :

≤
1

a

ð

A

 ∣f xð Þ ∣dx þ 1

2

ð

A

  ∣ ∣df xð Þ ,

(89)

 as required.

       Corollary 0.9 Let f BV∈ ð Þ ∩ L1           ð Þ and let be a countable subset. If thereE R⊂
              exists a real constant 0 such that for each pair of distincta > x1  , x2    ∈ E we have

∣x1   x2  ∣ ≥ a then

X

  x E∈

f xð Þ þ f x þð Þ
2



    < þ ∞: (90)

             Proof: It suffices to choose ; lemma (0.8) yields easily the assertion.A ¼ 

□

    4. Proof of Theorem 0.1

 Inserting B m   xð Þ instead of g m         xð Þ in formula (57) of Theorem 0.5 we easily obtain

X

  n ∈ 

0 f n þð Þ þ f nð Þ
2

¼
ð



 f xð Þdx þ
X

  x ∈ 

Xm

k¼1

1ð Þk1

k!
B k  xð Þ δ f k1ð Þ xð Þ

þ 1ð Þ m1

m!

ð



B m xð Þ f mð Þ xð Þ dx:

(91)

     By Corollary 0.9 it follows that

X

  n ∈ 

0 f nþð Þ þ f n ð Þ
2

¼
X

  n ∈ 

f n þð Þ þ f n ð Þ
2

(92)

         is an absolutely convergent series, and hence Theorem 0.1 follows.
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Chapter 2

Algebraic   Approximations  to
Partial   Group  Structures

Özen  Özer

Abstract

In   this   work,   we   use   ‘ Partial   Group ’  notion   and   we   do   further  investigations 
about   partial   groups.   We   define   ‘ Partial   Normal   Subgroup ’  using  partial 

conjugation   criteria   and   we   prove   few   results   about   partial   normal  subgroups 
analogous   to   normal   groups.   Also,   we   define   congruence   relation   for  partial 

groups   and   via   this   relation,   we   state   ‘ The   Quotient   of   Partial   Group   or  Factor 
Group ’.   We   give   isomorphism   theorems   for   partial   groups.   Explicitly,   this   is  an 

analogous   concept   to   group   theory   and   our   main   is   where   differences  partial 
groups   from  groups.

Keywords:   partial   group,   partial   normal   subgroup,   partial   quotient  group, 
isomorphism   theorems   for   partial  groups

 1. Introduction

                                               It is defined that a group is a set equipped with an operation described on it such
                                   that it has some properties as associated elements, an identity element, and inverse

                                         elements. Another definition can also be given as algebraic that the group is the set
                                   of all the permutations for algebraic expression’s roots that displays the typical that

                       the assembly of the permutations pertains to the set.
                                   If questions are how was group theory developed?, What is the importance of“

                                   group theory in science or real life? investigated for the mathematical topic group
                                         theory, then we can understand easily why we work on the structures of the theory

              of the many types of groups.
                                   As we know from the literature, some primary sources are determined in the

                                development of group theory such as Algebra (Lagrange in the 17. century),
                             Number Theory (Gauss in the 18. century) (Euler’s product formula, Combinator-

                          ics, Fermat’s Last Theorem, Class group, Regular primes, Burnside’s lemma),
                                   Geometry (Klein, 1874), and Analysis (Lie, Poincaré, Klein in the 18. Century). It

                                   seems that three main areas have been described as Number Theory and Algebra
                             (Galois theory, equation with degree 5, Class field theory), Geometry (Torus,
                          Elliptic curves, Toric varieties, Resolution of singularities), and analysis in

                    mathematics. Topology (((co)homology groups, homotopy groups) and algebraic
                           part of it (Eilenberg MacLane spaces, Torsion subgroups, Topological spaces), the–

                          Theory of Manifolds (manifolds with a metric), Algebra, Dynamical systems,
                       Engineering (to create digital holograms), Combinatorial Number Theory, Mathe-

                                matical Logic, Geometry in Riemannian Space, and Lie Algebra also belongs these
  three subjects.
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             Group theory is used not ju st in m athematics but also in computer science, physics,
          chemistry, engineering, and other sciences. Especially symm etry has a big p otential

              property in the group theory. That is why it is considered as rep resentation theory in
           physics. For example; mathematical works on q uantum m echanics were d one by von

           Neumann, Molecular Orbital Theory. Also, the Standard Model of particle physics, the
            equations of motion, or the energy eigenfunctions use group theory for their orbitals,

         classify crystal structures, Raman and infrared spectroscopy, circular dichroism spec-
        troscopy, magnetic circular dichroism spectroscopy or getting periodic tables-gauge

           theory, the Lorentz group-the Poincaré’s group in modern chemistry or physics. Also,
              group theory is defined as representation theory in physics. A lot of groups with prime

           caliber built-in cryptography for elliptic curve do a service for public-key cryptography
          and Diffie–Hellman key exchange takes advantage of cyclic groups (especially finite)

        too. Additionally, cryptographic protocols also consider infinite nonabelian groups.
              We can state the applications of the group theory also in real life as follows:

            1. Shopping online (we use our credit card with encryption which is obtained by
    group structure in RSA algorithm)

             2. Music (Elementary group theory is used for the 12- periodicity in the circle of fifths
        in musical set theory. Transformational th eory p atterns musical transformations

             as if they are elements of a mathematical group, cyclic group s create octave and
        other notions, the musical actions of the dihedral groups.)

          3. Medical science (to find out breast cancer) and computer science (robotics
       computer vision and computer graphics) and material sciences.

       4. Machine learning, communication network, signal processing, etc. …

           5. Pipeline system, which is described as the Application - Business Object -
           Network Node Layer, is patterned and investigated by the theory of group.

          These systems are also related with vectors, matrices determined by group
   structures, and so on.

             Thus, tools of the group theory are useful for working on applications in many
        different sciences and also real life as mentioned above.

           Basic and simple examples can be given for usual groups as follows:

           • Vector spaces ,V þð Þ have group structures under the addition of vectors with
      some properties of the scalar multiplication *.

      • For primes, elements ofp  ∗
p  ⊆  p    have algebraic structures under

   multiplication with unit 1.

                   • Assume that be a number field and is a natural number. Then ,F m S SL m¼ Fð Þ
                 can be determined to be the set of all regular matrices with logins in .m m F

              This is a usual group with described by the multiplication of matrices.a b∗

           We can ask readers whether or not these examples are partial group ?“ ”

Sm           is demonstrated by symmetric groups such that it includes permutationsm!

               where objects are taken from a set . As an illustration, we can give them A
  symmetric group S 3        . Supposing that , ,A a¼ b cf g  and S3   contains following objects;

 identity element:
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  Identity element ¼
a b c

a b c

 
  and others are;

a b c

b a c

 
,

a b c

a c b

 
,

a b c

c b a

 
,

a b c

b c a

 
,

a b a

c a b

 

             There are some properties in finite or infinite usual group theory. Some of them
    can be seen as follows:

           • Each of the elements in the finite group has finite order.

                 • If is a finite group, then it is satisfied for each of the subgroups ofH H :

                • Assuming that , are groups. Then, the product of them is defined byX Y X 
        Y a b¼ ,ð Þja X b Y∈ , ∈f g      with unit element e e≔ X  , eY     ð Þ , where we write e X  , eY

           are identity element and inverse elements are in the form of a1  , b1 
 of in

  X Y, , respectively.

                • Suppose that be a usual group and in . So, the cyclic groupX a X ah i  becomes a
          subgroup of . As an illustration, we can say thatX  m       ð , +) is a cyclic group that

 satisfies 1h i  ¼  m.

                  • If be a usual group with order ( is prime), is also a cyclic group.X p p X

            • X X Xis abelian usual group iff center of equals to :

    • Let us consider Sm          and its two permutations. These are conjugate iff their cycle
      types are equal/same according to their ordering.

• …

• … .

            If literature (briefly, references [1 47]) is investigated, then it is easily seen that–

          partial groups are considered as topological structures more than algebraic struc-
           tures. It is tried to prepare some new algebraic perspectives/approximations for the

            partial group. As we know, there are many algebraic infrastructures such as finite-
       infinite group, abelian-nonabelian group, quaternion group, symmetric group,

            cyclic group, simple group, free group, orbits and stabilizers of the group, Lie
           group, and various kinds of theorems such as Sylow theorems, Cauchy theorem,

          Lagrange theorem, Cayley theorem, Isomorphism theorems as well as actions of
    groups for usual group theory.

           An effect algebra is introduced in the foundations of mechanics [1]. Further-
           more, effect algebra subjects are fundamental in fuzzy probability theory [2, 3].

            Also, partial group is defined by [4] and used for topological and homological
       investigations. A pregroup can be defined as following:

                 A pregroup, [5] of a set containing an element 1, each element has a, P p P∈
  unique inverse p 1                and to each pair of elements , there is defined at most onep t P∈

     product so that;pt P∈

            a. 1 = 1 is always defined,∗ p p ∗ ¼ p

   b. *p p 1  = p 1       * = 1 is always defined,p
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        c. If is defined thenp t∗ t 1  ∗ p 1        is defined and equal to ( )p t∗ 1 .

                      d. If and are defined then eitherr p∗ p t∗ r p t∗ ∗ð Þ is defined if and only if
           r p∗ð Þ ∗ t is defined in which case two are equal.

                           e. If , and are defined then eitherq r∗ r p∗ p t∗ q r p∗ ∗ð Þ is defined or r p t∗ ∗ð Þ is
defined.

               Every pregroup is a partial group, but the converse is not true in general. In that
         meaning a partial group definition can be stated as follows:

                A set is a partial group in the meaning of ([6], Lemma 4.2.5) if each associatedP
           pair ,x yð Þ ∈ P X P there is at most one product so that:x y:

                  1. There is an element 1 satisfying x.1 = 1. for each .∈ P x x¼ x P∈

         2. For each there exists an elementx P∈ x 1   so that .x x1 =x1. =1x

        3. If is defined so isx y z: ¼ y 1.x1 = z 1 .

            Inspiring by the groupoid and effect algebra [7] gave an alternative partial group
           definition as an algebraic style. They introduced partial subgroup, partial group homo-

           morphism, etc. as an analog investigation for group theory. Moreover, readers can
           learn/consider a lot more structural results on the subject from others [8–47].

            In this work, some (remained ones can be considered from readers using our
          works) fundamental results are given for partial groups. Similarities and differences

             have been noticed between usual groups and partial groups. Several of them also are
   described in this work.

            Also, we do further investigations for partial groups in algebraic style. We define
          partial normal subgroup and give isomorphism theorems for partial groups. This

            work is important because it has both topological and algebraic applications. It can
       be expanded to rings or other algebraic structures.

  2. Preliminary results

           Recently, an algebraic structure named as partial group (also known as Clifford
              Semigroup is isomorphic to an explicit partial group of partial mappings and it is a

          semigroup with central idempotents) is investigated with new structures in the
literature.

              A partial group (Clifford semigroup) is a regular semigroup (it means if is aM

            semigroup of group G then idempotent elements of exchange with HM ’s all
            elements). Another definition can be given for the partial group as A regular“

         semigroup with its central idempotents is named by Clifford semigroup.”

          Additionally, several partial algebras such as partial monoid, partial ring, partial
           group ring, partial quasigroup etc. have been worked. For example, Jordan Holder…

            Theorem of composition series is known to hold in every abelian category. The
           classical theory of subnormal series, refinements, and composition series in groups is

               extended to the class of partial groups which is known to be precisely the classes of
         Clifford semigroups, or equivalently semilattices of groups. Also, relations among

          the language theory, words, partial groups, universal group, and homology theory
          have been considered with an arrow diagram of the partial group.

             In this chapter, we first state some basic properties of partial groups which are
   mentioned in several references.
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    Definition 2.1 [7] Suppose G *     is a nonempty set: G *       is called as a partial group if
           the following conditions hold for all , , andx y z G∈ *:

(G 1              ) If xy xy, ð Þ z yz and x yz, ð Þ are defined, then the equality xyð Þ z ¼ x yzð Þ is valid.
(G 2      ) For each x G∈ *

,      there exists an e G∈ *        such that and are defined andxe ex
        the equality is valid.xe ex x¼ ¼

(G 3      ) For each x ∈ G *       , there exists an x G’ ∈ *        such that and are defined andxx’ x x’

        the equality is valid.xx x x e’ ¼ ’ ¼
   The e G∈ *  satisfies (G2        ) is called the identity element of G*     and the X G’ ∈ *

 satisfies (G3           ) is called the inverse of and denoted byx x1.
        Another way, we can give partial definition as follows:

              Definition 2.2. Let be a semigroup. It is called partial group if theM a
  followings are held.

         i. Every has a partial identityk ∈ M ek

         ii. Every has a partial inversek ∈ M k 1

  iii. Mapping e M     : M M! , k e↦ k    is a semigroup homomorphism

           iv. Mapping , is a semigroup antihomomorphism.β : M M! k k↦

Note:

               i. Let be a semigroup. A partial identity of , when exists, is unique andM k
     idempotent such that denoted by e k.

                ii. Let be a semigroup. A partial inverse of , when exists, is uniquelyM k ϵ M

  denoted by k 1 .

            Definition 2.3. The regular element of the semigroup is defined if thereM

                 exists s such that ysy = y. Each element of is regular element also is∈M M M

   named by regular semigroup.
          Definition 2.4. M semigroup is called as completely regular semigroup for

             every element s ysy = y and ys = sy are satisfied.∈ M

           Note. Unions of groups give us completely regular semigroups which are named
  by Clifford semigroups.

               Definition 2.5. Let be a semigroup. Elements k and s of a semigroup areM M

                 said to be inverse of each other if and only if sks = s and ksk = k.
        Then following theorem can be given from the literature.

             Theorem 2.1. The following results are equivalent to each other for a semigroup M:

     i. is a Clifford semigroup,M

                  ii. There exists r S such that wrw = w and wr = rw for every w ,∈ ∈M

      iii. is a semilattice of groups,M

       iv. is a completely regular inverse semigroup.M

           Proposition 2.1. M is a completely regular semigroup iff there are ek  and k1 for
   every .k ϵ M

             Proposition 2.2 [7] Every group is a partial group and every partial group which
         is closed under its partial group operation is a group.
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            Proposition 2.3. Assuming that is a partial group. Then, the following areM

given:

             • Every idempotent element in partial group is its own partial identity andM

 partial inverse,

     • Let k eϵ M:Then, 1
k  ¼ ek  ¼ e kð Þ

1  is hold.

      • Suppose that k kϵ M:

1 1
   ¼ k is satisfied.

             Example 2.1 [7] Following sets with the given operation, can be seen as an
    example to the partial groups:

         1. Let {0, 1, , n} whereG ¼  …  n ∈ 
+        and + be known addition operation on .Z

               Then it is easily seen that is a partial group but is not a group.G

   2. Let G ¼ 
* ∪ 1

n    : n Z∈


+  }where 
*    ¼  0f g          : So it is obvious that is a partialG

           group but is not a group by the known multiplication on .

      3. Let G ¼  r r,½  where r ∈ 
+          and + be known addition operations on . Then it

           is obvious is a partial group but is not a group.G

    Definition 2.6 [7] Suppose G*       be a partial group, m Z∈ +,    and Ga ∈ *. If a m is
         defined and is the least integer such thatm am         ¼ e m, the number is called the order

                   of . In this case, it is called that has a finite order element. If there does not exista a
   an m Z∈ +   such that a m     ¼ e a, (if only 0           ¼ e a); then it is called that has infinite order.

       The order of a is denoted by aj j .
         Example 2.2 [7] 1, 1, ,G ¼  i i, 2 i,  i

2

 
     with the multiplication operation on 

        is a partial group and 4, 2∣ ∣i ¼ ij j  ¼ ∞.
    Definition 2.7 .[7] Suppose G *      be a partial group.  Gð *    Þ ¼ x G∈f

*                    ∣ ∈If ax and xa are defined for all a A ax xa G; ¼ g is called the center of * .
           Lemma 2.1 [7] A partial group is called if Z (Gcenterless *     ) is trivial i.e., consists

      of only the identity element. If G *    is commutative then G* = Z (G*).
      Definition 2.8. Supposing that M ¼ Gp        be a partial group and  ¼ H p  be a

                   subset of is called by sub partial group of if is a sub semigroup of andM: M  M

ek  , k1        are in for all . k ∈ 

             Especially, and the set of idempotents elements of are sub partial groupsM M

 of .M

    Definition 2.9 [7] Let G*      be a partial group and H *      be a nonempty subset of G *. If
H *         is a partial group with the operation in G*  then H *       is called a partial subgroup of G* .

        Example 2.3 [7] In Example 2.2 the set G*      ¼  0, 1, ,… nf g  where nϵ
+   and + be

           known addition operation on is a partial group and let H*      ¼  0, 1, ,… kf g where
          0 and k . Then≤ ≤k n ∈  H*      is a partial subgroup of G* .

    Lemma 2.2 [7] Let G*      be a partial group and H *      be a nonempty subset of G *.H * is
    a partial subgroup of G*        if and only if the following conditions hold:

   i. e H∈ *;

 ii. a1  ∈ H *     for all a H∈ *.

  Moreover, Let G *            be a partial group and let be an element ofa G *   such that the
 elements {a k         for all k } are defined. Denote∈  af k            ; It is clear that thek a∈ g ¼ < >
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         set is a partial subgroup of< >a G*         . The partial subgroup of< >a G *   is called the
             cyclic partial subgroup generated by . If there exists an element ina a G*  such that

    < >a ¼ G *   , then G*      is called a cyclic partial group.
         Example 2.4 [7] Let , , ,G e¼ a b cf g        ⊂ S e a b c d¼ , , , ,f g     and be a partially“ ”:

       defined operation on G as in .Table 1
                 Remark. Note that c b: is undefined. Then G is not a group but it is a partial group.

                 Additionally, in this partial group, < >a ¼ G G, is the cyclic partial group. But all
              partial subgroups of a cyclic partial group can not be cyclic. For instance, the partial

     subgroup H e a c¼ , ,f g              is not cyclic. But in group theory, if a group is cyclic, all sub-
               groups of it are also cyclic. The partial groups are different from group s in that meaning.

      Definition 2.10. Assume that M ¼ Gp          be partial group and Then, wea k ∈ M:

 define M k      ¼ s e∈ M : k  ¼ esf g .
              Theorem 2.2. Suppose that is partial group and Then,M a k ∈ M: M k  is a

       maximal subgroup of which has identityM ek     and M M¼ ⋃ k    : k ∈ Mf g .
                Definition 1.11 [7] Let and be partial groups. A functionM N σ : M ⟶ N

                  is called a partial group homomorphism if for all , such that is defined ina b ∈ M ab
       M, σ að Þσ ( ) is defined in andb N

   σ abð Þ ¼ σ að Þ σ bð Þ :

                  If is injective as a map of sets, is said to be a monomorphism. If isσ σ σ

     surjective, is called an epimorphism.σ

              Definition 2.12. For a partial group homomorphism it is definedσ : M ⟶ N

       kerσ σ¼ k ∈ M : kð Þ ¼ e  σ kð Þ

 
       and Im kσ σ¼ ð Þ : k ∈ Mf g        . Also, isσ : M ⟶ N

     named isomorphism if it is bijective.
           As a consequence of the definition the following lemmas can be given:

             Definition 2.13. Suppose that be a partial group homomorphism.σ : M ⟶ N

           Then, we define ker σ σ¼ k ∈ M : kð Þ ¼ e  σ kð Þ

 
       and Im kσ σ¼ ð Þ : k ∈ Mf g.

             Theorem 2.3. Assuming that be a partial group homomorphismσ : M ⟶ N

        and . Then, the following are given.k ∈ M

  i. σ ekð Þ ¼ e  σ kð Þ :

  ii. σ k 1 
  ¼ σ kð Þ1

:

       iii. kerσ is a subpartial group of M:

       iv. .Im is a subpartial group ofσ N

  v. σ M k      ð Þ is a subpartial group of N  σ kð Þ:

 vi. σ1 N ek 
     is a subpartial group of M.

 : e a b c

e e a b c

 a a b c e

  b b c e a

c c e d b

 Table 1.

           (G) is a partial group even it has not a group structure.
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                Proposition 2.4 [7] Suppose , be partial groups and be aM N σ : M ⟶ N

         homomorphism of partial groups. Then the following conditions are satisfied:

                i. If is a partial subgroup of , then ( ) is a partial subgroup of .A M σ A N

          ii. If is a partial subgroup of , thenB N σ 1       (B) is a partial subgroup of .M

               Proposition 2.5. Let be a homomorphism of partial groups. Then, itσ : M ⟶ N

  is obtained that

 σ ekð Þ ¼ e  σ kð Þ   , σ k1 
  ¼ σ kð Þð Þ1     for all k ∈ M:

        Definition 2.14. A sub partial group  ¼ H p    of M ¼ Gp      is named wide if the set
           of idempotent elements of is a subset ofM  ¼ Hp       and normal, written ⊲M. (if it is

  wide and k k
1               ⊆  for all It is also trivial that the set of idempotentsk ϵ MÞ:

                elements of is a normal subgroup of and it is called the set of idempotentsM M

         elements of the trivial normal subpartial group of .M M

             Theorem 2.4. Assuming that be a partial group and , thenM k ∈ M

 i. Mk         is a maximal subgroup of with identityM ek .

    ii. M M¼ ⋃ k    : k ∈ Mf g   ¼ ⋃ Me k  : ek is


     in the set of idempotents elements
 of Mg .

               Theorem 2.5. If is a partial group, then the set of idempotents elements ofM M

   is commutative and central.
             Definition 2.15. For a partial group homomorphism it is definedσ : M ⟶ N

       kerσ σ¼ k ∈ M : kð Þ ¼ e  σ kð Þ

 
       and Im kσ σ¼ ð Þ : k ∈ Mf g        . Also, isσ : M ⟶ N

     named isomorphism if it is bijective.
          Definition 2.16. σ σis named as idempotent separating if e k  ð Þ ¼ σ es  ð Þ implies that

ek  ¼ es   , where e k  , es             are in the set of idempotent elements of for a partial groupM

      homomorphism .σ : M ⟶ N

   3. Partial normal subgroups

            In group theory, normal subgroup plays an important role in the classification of
             groups and gives lots of algebraic results. Now, we will construct an analog defini-

     tion for partial groups. Throughout Gp        will denote the partial group. In this chapter,
                 we should notice that if is a group, then is a partial group withG G fect ef g   . Also, [8]

               in a group every element has a unique inverse, but in partial groups [7] for every
                element a G∈ , we have Inv að Þ 6¼ 0 because of that reason the identity element of

              the group differs from the identity element of the partial group. We can continue to
             work under these assumptions. From here on in, we will use the notation G p for

 partial groups.
      Definition 3.1 (Partial Conjugation Criteria). Let Gp     be a partial group, the

 element gp .x p.gp
1  (or g p

1.xp.gp)      is called partial conjugate of x p  by gp  for fixed
gp,x p  ∈ G p .

   Theorem 3.1. Let Gp            be a partial group and Np be a partial subgroup of Gp then
   following conditions are satisfied:

 i. N p    is normal in G p       if and only if for all x p  ∈ N p  and g p  ∈ Gp   we have g p
1.xp .

gp  ∈ N p
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 ii. N p    is normal in G p         if and only if for every element of N p  all partial
       conjugates of that element also lie in N p.

Proof:

         i. It comes from the definition of partial normal subgroup.

   ii. ( ) Let): N p      is partial normal subgroup in Gp      . Then we need to show
  for every x p     ∈ N p and fixed g p  ∈ Np    the partial conjugates g p

1 .xp.g p  lies in
N p   . Since g p    ∈ N p then gp  ∈ Gp    . Also, since N p     is a partial normal subgroup

 of G p g p
1 .xp .g p  ∈ N p     , this gives the proof.

       ( :) Conversely, let for every element of( N p     all partial conjugates of that
            element lie in Np: Then it comes directly from partial subgroup definition Conclu-

            sion(s). It is preferable to include a Conclusion(s) section which will summarize the
    content of the book chapter.

     Remark 3.1. Any partial subgroup H p  ⊆ G p     has right and left congruence
             (equivalence) class that cannot be the same. But if left and right congruence classes

        are the same (i.e., for any x G∈ p  , H p   . = .x x Hp   ) then H p     is called as normal partial
subgroup.

   Theorem 3.2. Let Gp      be a partial group and N p       be a partial subgroup of a partial
 group G p       and so the following conditions are coincided:

 Proposition 3.1.

 i. N p          is a partial normal subgroup of a partial group Gp .

 ii. g p .N p =N p.g p   for all g p  ∈ Gp,

 iii. gp .N p .gp
1  ⊆ Np   for all g p  ∈ Gp .

Proof:
   (i) )(ii) If Np       is a p artial normal subgroup of G p        then it is easy that for all xp  ∈ N p

 and gp  ∈ G p   we have g p.xp.g p
1  ∈ Np       and from j ust before the theorem g p.N p.gp

1  ∈ N p .
  (iii) (ii) Let g) p     be an element of Gp      : We need to see gp.N p  ¼ N p .gp  . Assume

 that xp  ∈ g p.N p   . Then x p = gp .n1    is satisfied for n1  ∈ N p  . Sincex p.gp
1 = gp .np.g p

1

 and gp .N p.g p
1  ⊆ N p   we have xp gp

1  ∈ N p       and so that there exists an n2  ∈ Np such
 that xp .gp

1 = n 2        . If we product from right with g p     then we have the xð p .g p
1Þ.g p =

n2.g p equality.
       Using the associativity property the equality becomes xp .(gp

1.g p) = n2 .gp

           and using identity element property and converse element property we get x p  = n 2 .
gp  ∈ N p .gp     . It implies that gp .Np  ⊆ Np.g p      . In a similar way g p

1 .Np .g p  ⊆ N p  and we
 have N p .g p  ⊆ gp .Np     . Therefore we obtain gpN p = Np.g p.

   (ii) (i) Supposing that g) p  ∈ Gp     we have to prove g p.np.g p
1    is contained in N p

  for all np  ∈ N p   . Since gp .Np  = N p.g p      , we can say that gp   . pn ∈ N p.g p   for all n p  ∈ N p.
   Then, by associativity gp.n p .gp

1    is contained in N p.g p.g p
1     and then for all np  ∈ Np ,

gp.n p .g p
1 .

        Lemma 3.1. The center of a partial group Gp       is a partial normal subgroup of G p.
          Proof: The center of a partial group is defined as below:

 Ζ (Gp  )= xf p     ∈ GjIf for every gp  ∈ G p xp .gp  and gp .xp   are defined, x p.g p  ¼ gp .xp g.
 Let gp  ∈ Gp  and xp   ∈ Ζ (Gp       ) then we need to show gp.x p.g p

1   is contained in
 Ζ Gð p   Þ. Since x p   ∈ Ζ Gð p    ) for every g p  ∈ G p  if g p.x p  and xp .g p    is defined then x p.

gp = gp .xp     . Using this argument g p.x p.g p
1=x p. gp .gp

1 =x p   ∈ Ζ Gð p     ) and then we have
Z G( p        ) is a partial normal subgroup of Gp .
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    Proposition 3.2. Let :φ G p  ! H p       be a partial group homomorphism. Then the
        kernel of is partial normal subgroup ofφ G p.

              Proof: Let K = (Ker φÞ. We know that ( ) is a partial subgroup ofKer φ Gp. Suppose
     that and gy K∈ p  ∈ Gp           . Then using the fact is a partial group homomorphismφ

 φ g p :y p :gp
1

 
  ¼ φ g p

 
 :φ yp

 
 :φ g p

1
 

  ¼ φ g p

 
:eH p  :φ gp

1
 

  ¼ φ g p

 
 :φ g p

1
 

 ¼ eH p    we have gφ p :yp :g p
1

 
 ¼ eHp

   and we get gp.y p .gp
1           ∈ K . So Ker( is a partial normal subgroup of Gp.φÞ

  Partial normal subgroups
   Theorem 3.3. Suppose Gp      is a partial group and H p      is a partial subgroup of G p. H

p       is a partial normal subgroup of Gp     if and only if (aHp) ( bHp ) = abH p  equality holds
     for all ,a b H∈ p.

Proof:
  ( :) Suppose H) p       is a partial normal subgroup of Gp       . We need to see the equality

(aH p ) (bHp ) = abH p holds.
      ( :) Let (⊆ x ∈ aH p) (bH p   ) then ∃h , h 2      ∈ H xsuch that = (ah 1) (bh2   ). By using

      associativity property, we get (x ¼ h1bh 2     ). From the identity element,
  x = abb1 h 1bh2           is obtained. Considering associativity property we can write abx ¼

(b1 h1b)h 2   . Since H p       is a partial normal subgroup of G p, b1 h 1   b ∈ H p    Then x ∈ abH
p     and this implies that (aH p) (bH p   ) ⊆ abH p.

      ( Conversely, let⊇ :Þ y abH∈ p       then there exists an h H∈ p     such that .y abh¼
            So we can write y = as follows;abh y ae¼ ð Þ bhð Þ ∈ (aHp ) (bHp     ). It implies that abHp

 ⊆ (aH p) (bH p   ). Therefore aHð p ) (bH p  )¼ abH p

    ( :) Let us consider (( aH p) (bH p   ) ¼ abH p      for all ,a b G∈ p.    If h H∈ p    and g G∈ p

       then we must see whether or not ghg1      ∈ H: Using associativity property and
  considering hypothesis; g gh 1 = (gh)(g 1   e) (gH∈ p)(g 1H p ) = gg1H p  = Hp  . This

  implies that g gh 1  ∈ Hp    . So that Hp       is a partial normal subgroup of G p.
   Theorem 3.4. Suppose G p           be a partial group and , are partial subgroups ofH K

Gp        . If K Gis a partial normal subgroup of p       , then the following cases are satisfied:

          i. is a partial normal subgroup of .H K∩ H

          ii. If and are partial normal subgroups ofK H G p        and =H K∩ ef g then hk ¼
              kh HK KH h H k Kðor, ¼ ) for every ∈ and every ∈ .

Proof:

                 i. Since and are partial subgroups, is also a partial subgroup of .H K H K∩ G
                    By we can conclude that is also a partial subgroup of . LetH K K∩ ⊆ H K∩ H

                 consider and h : Since , , ha anda H K∈ ∩ ∈ H a h H∈ hah1    can be defined. It
  gives that hah1            ∈ H K GAlso since is a partial normal subgroup of p we

 have hah1                ∈ ∩K H. It shows that K His a partial normal subgroup of .

         ii. Let be a partial normal subgroup ofH Gp      , H K e∩ ¼ f g        and and .h H∈ k K∈
          Since is a partial normal subgroup, we know thatH k h k: :

1     ∈ H . If h.k.h1 .
k1      ∈ H h k hthen we get : :ð 1 ).k1          ∈ K Kby is a partial normal subgroup. So
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  we have, h.k.h 1 .k1      ∈ ∩H K e¼ f g   . Then h.k.h1.k 1      = and so, ;e hk kh¼
              for all , . Thus, we prove that .h H∈ k K∈ HK KH¼

   Proposition 3.3. Let Gp      be a partial group and Hp      be a partial subgroup of index
2 in G p   : Then Hp       is a partial normal subgroup in G p.

  Proof: Let H p         be a partial subgroup of index 2 in Gp  and g p     be an element of Gp .
 If gp  ∈ Hp   , then g pH Hp = pg p    is satisfied. If g p    is not in Hp       , two left cosets must be as

H p  and gp H p         . Since left cosets are disjoint we know gp.H p = G pHp    . Also, the right
       cosets are disjoint so we can write Hp .gp  = Gp Hp   . Thus g pH p  = Hp gp   for all gp  ∈ Gp .

 So Hp  is normal.
   Example 3.1. Let Gp          be an abelian partial group. Then any subgroup of Gp  is a

    partial normal subgroup of Gp .
Proof:

 If Gp       is an abelian partial group and x p .yp  ∈ G p  then x p.y p  = yp .xp  for every
xp.yp  ∈ Gp . If gp .xp.g p

1  ∈ Np  then N p      is a partial subgroup of Gp   . Using the
  hypothesis we get

gp :xp :g p
1  ¼ gp :g p

1
:xp

 ¼ eGp

 ¼ xp  ∈ N p

    Therefore, the partial subgroup N p       is the partial normal subgroup of G p .
     Example 3.2. Let p andH Kp       be any partial normal subgroup of G p   . Then Hp K p

       is also a partial normal subgroup of G pGp .
Proof:
H pK p = {np ¼(hp ,kp  ) hj p  ∈ H p  and k p  ∈ K p         }. We have to show that for all gp in

Gp  and np  in Hp K p gp .np .gp
1   is in H p K p .

gp :np  ¼ gp  : h p  , kp
 

 ¼ gp :h p , g p :kp

 

and

gp :n p:g p
1  ¼ g p :hp , gp :k p

 
:gp

1

 ¼ g p :hp :g p
1 , gp :kp :gp

1
 

  and since Hp  and K p      are partial normal subgroups of Gp   , then g p.h p.g p
1  ∈ H p ,

 and gp .k p.g p
1  ∈ K p    and so that (gp.h p .gp

1, gp .k p.g p
1   ) ∈ Hp K p    . Then the Cartesian

           product of two partial normal subgroups is also a partial normal subgroup.
        Theorem 3.5. Let b e a partial group and N p       be a partial normal subgroup of G p.

The congr uence mo dulo N p          is a congruence relation for the partial group operation “:”.
  Proof. Let x NR p             y denote that x and y are in the same coset, that is;

x NR p      y x N y N⟺ : p ¼ : p

 Let x NR p   x y Nand R p     y N. To demonstrate that R p      is a congruence relation for ,:

           we need to show, reflexivity, symmetry, and transitivity. These axioms are obvious
    from the definition of relation.

   Theorem 3.6. If Np          is a partial normal subgroup of a partial group G p and
Gp  ¼ N p        is the set of all cosets of Np  in Gp   , then G p∕N p      is a partial group under the

   operation given by aNð p  Þ bNð p Þ ¼ abN p .
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  Proof. Let aN p  , bNp,cN p  ∈ Gp∕N p        . We must see partial group axioms are
satisfied:

  (G1) If (aN p)(bNp  )¼ abN p  . bNð p  Þ cNð pÞ ¼ bcN p   and a.( bcNp    ) are defined then

 a bcN: p
 

 ¼ aN p
 

bN p
 

cN p
  

 ¼ ð aNp
 

bN p
  

cN p
 

 ¼ abð Þ cN p

   (G2) For any aN p  in Gp ∕N p  , eNp       is a candidate for identity element, i.e.,

aN p
 

eN p
 

 ¼ aeNp

 ¼ aNp

and

eN p
 

aN p
 

 ¼ eaN p

 ¼ aN p

        (G3) Since is a partial group a G∈ p      has an inverse a ∈́ Gp.   For every aNp in
Gp∕N p  a Ń p        is a candidate for the inverse of aN p .

aN p
 

 a Ńp
 

 ¼ aáð ÞN p

 ¼ eNp

 ¼ N p

   This completes the proof.
   Definition 3.2. Let Gp            be a partial group and Np is a partial normal subgroup of

Gp      , then the partial group Gp∕N p          is called the quotient of the partial group or factor
  group of Gp  by N p .

     Proposition 3.4. Let :f Gp  ⟶ H p       be a homomorphism of partial groups, then
          the kernel of is a partial normal subgroup off Gp    . Conversely, if Np   is a partial

   normal subgroup of Gp    , then the map
Q

: G p  ⟶ Gp ∕N p  given by
Q

(a p  )¼ aN p  is an
   epimorphism with kernel Np.

   Proof: Kerf x¼ f p  ∈ G p jf xð p Þ ¼ eH p        g, we need to show that if x p   ∈ Kerf and
ap  ∈ Gp    whether or not ap xp a p

1        ∈ Kerf f aif and only if ( p xp a p
1 Þ ¼ f að p  ) (f xp )

f að p
1  )¼ eH p

 So, a p xp ap
1           ∈ Kerf Kerf G. Therefore, is a partial normal subgroup of p. It is

 trivial that
Q

: G p  ⟶ Gp ∕Np   is surjective. Ker
Q

ð Þ ¼ {xp j
Q

(xp  )¼ e p Np  }¼ N p.
     Theorem 3.7. Let f G: p  ! Hp      is partial group homomorphism and Np   is a partial

   normal subgroup of Gp           contained in the kernel of , then there is exactly uniquef
homomorphism  f G: p∕N p  ⟶ Hp   such that f aNð p     Þ ¼ f að Þ for all a G∈ p  . Besides

  Imf Im¼       f kerf kerf Nand ¼ ( Þ / p           . an isomorphism if and only if is an epimorhismf f
 and Np   ¼ ker f .

   Proof: f G: p !
f

H p , Gp  ⟶ Gp∕N p  , G p∕N p !
f

H p    diagram is commutative. If
  b ∈ aNp   , the n b ¼ an p ,n p     ∈ N f band also ( p  ) (¼ f anp  ) ( )¼ f a f n( p    )¼ f að Þ e ¼ f að Þ ,

 since Np               ≤ ker f . Therefore, f has the same effect on every element of aN p   and the map
 f G: p ∕N p  ⟶ H p    given by f (aNp           )¼ f að Þ . It is easily seen that f is a well-defi ned

        function. Now we need to prove whether or not       f is a homomorphism of partial groups.

f aN p :bN p 
¼  f abNp 

 ¼ f a bð Þ
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 ¼ f að Þ:f bð Þ

¼ f aN p
 

: f bNp
 

       So, is a partial group homomorphism.f Im     f aN¼ Imf and p   ∈ kerf⇔f að Þ ¼ e ⟺

   a kerf∈ , whence

  kerf ¼ aN p   ja kerf∈
 

  ¼ kerf N∕ p

                 f f fis unique since it is completely determined by . Also, is a partial group if and
        only if is an epimorphism of partial groupsf         f is a monomorphism if and only if for

ker    f ker f¼ ð Þ∕N p     ker f Nequal to p.
          Example 3.3. In Example 2.2, it is stated that G ¼ f      0, 1, 2, , n} is a partial  … 

               group with known addition operation on . We can easily say that the subset = N
                    {0, 1, , , 1 of is a partial subgroup of  …  n g G G. Let us show whether or not isN

     a partial normal subgroup. If gp
1  + n p + gp     ∈ N for all gp  ∈ Gp     then is a partialN

  normal subgroup. g p
1  ¼ gp      in this group so that g p + n p + gp  ∈ N p  i.e. np   ∈ N and

        then is a partial normal subgroup of .N G
         Theorem 3.8 (First Isomorphism Theorem for Partial Groups). Let Gp  , H p be

     partial groups and f G: p  ⟶ H p      be partial group epimorphism then G p   ∕Ker f is
  isomorphic to H p.

            Proof: We know that is a partial normal subgroup ofker f Gp   . Then Gp   ∕Ker f is
         defined. Let show and g:Ker f K¼ Gp   ∕K H⟶ p   mapping defined as

       g aKð Þ bKð Þð Þ ¼ g abKð Þ ¼ f abð Þ for every ,aK bK G∈ p∕K .
        Since g a bK:ð Þ ¼ f abð Þ ¼ f að Þf bð Þ ¼g aKð Þg bKð Þ then g is a homomorphism.

        Since is onto there existsf a G∈ p       such that f að Þ ¼ h aK Gthen ∈ p  ∕K and
             g aKð Þ ¼ f að Þ ¼ h aK bK Gand g is onto. For one-to-one conditions let , ∈ p  ∕K and

  g aKð Þ ¼ g bKð Þ iff f að Þ ¼ f bð Þ

f bð Þ1  f að Þ ¼ f bð Þ 1f bð Þ iff f b 1 a
 

 ¼ eH p

b 1        a or iff∈ K kerf aK bK¼

      Then, g is an isomorphism and Gp    ∕Ker f Hffi p.
   Lemma 3.2. Let Gp      be a partial group and Hp      be a partial subgroup of Gp  and N p

      be a partial normal subgroup of Gp. If H p       is a partial normal subgroup of Gp  ; then
H p Np       is a partial normal subgroup of G p .

 Proof: Trivial.
         Theorem 3.9 (Second Isomorphism Theorem for Partial Groups). Let Gp  be a

  partial group. Hp      be a partial subgroup of G p  and N p      be a partial normal subgroup of
Gp      , then the following isomorphism holds:

H p Np ∕N p  ffi H p H p  ∩ N p
 

             Proof: It can be easily seen using First Isomorphism Theorem. So, the proof is
   left to the reader.

         Theorem 3.10 (Third Isomorphism Theorem for Partial Groups). Let Gp  be a
   partial group and Hp ,Np     partial normal subgroups of Gp  with Hp  ≤ Np  Then H p is

      also a partial normal subgroup of Np.N H∕ p       is a partial normal subgroup of Gp ∕H p

  and also Gp ∕N p    is isomorphic to Gð p∕Hp ) (∕ Np∕H p).

13

     Algebraic Approximations to Partial Group Structures
 DOI: http://dx.doi.org/10.5772/ TexLi.1I 02146



     Proof: Let define f G: p ∕Hp  ⟶ Gp∕N p  , f aHð p Þ ¼ aN p      First let show is well-f
  defined: If aHp  = bHp         then we need to prove whether or not f aHð pÞ ¼ f bHð p  Þ. Since

aHp  = bH p  then ab1  ∈ Hp  and H p  ≤ N p ,ab 1  ∈ Np   . Since ab 1  ∈ N p  then aN p  = bNp

   and so that f aHð pÞ ¼ f bHð p           Þ, i.e., is well defined. is homomorphism. And usingf f
        the First Isomorphism Theorem we can conclude the result.

 4. Conclusion

There are some papers such as solvable partial groups, topological structures ofW
partial group, Transitivity Theorem-Thompson Theorem of partial groups, k-partialW
groups, primitive pairs of partial groups so on related with the partial group in theW
literature. It is known that every group is partial but the converse is not true. That isW
why some structures are different from each other for the usual group and partialW
group.

In this chapter, some structures of partial groups (Clifford Semigroup) areW
sought to demonstrate algebraically. At the beginning of the chapter (preliminariesW
section), several fundamental results of partial groups with some numerical exam-
ples are given from the literature. For example, if A and B be two usual groups suchW
that the intersection of them is equal to {1 = e}, then the union of subgroups of AW
and subgroups of B is a partial group. Partial normal groups and partial quotientW
groups have introduced an analog of the group theory. By using them, a number ofW
isomorphism theorems are proved for partial groups with several other ideas. AllW
results are obtained using closely group theory as algebraic approximations. ReadersW
also may consider/investigate other structures/properties of the partial groupsW
different from the group as algebraically.
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Dynamic HUB Selection Process 
in Wireless Body Area Network 
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Abstract

Wireless body area network (WBAN), a part of WSN, plays a pivotal role in 
the remote health monitoring system, these days. Wireless sensor nodes placed in, 
on, or around the human body are used to create WBAN. This WBAN is mainly 
used for collecting physiological and vital signals from humans in real-time using 
sensor nodes. It consists of different sensor nodes and hub, which collects the data 
from sensor nodes and send them to the gateway. High data rates at HUB cause the 
damage of an organ receiving high temperature in tissue by electromagnetic signals 

for a long period. In this Chapter, by considering parameters such as the specific 
absorption rate, Battery Level, Priority of sensor nodes, and signal to noise inter-
ference (SINR) a HUB is selected dynamically, which shares the work of the HUB 
among different sensor nodes. So that workload on HUB decreases and shares its 
work accordingly to other sensor nodes concerning the data collected through the 

software LabVIEW. This Chapter also illustrates the network (testbed) created using 
sensors for practically making the change in HUB by using the microcontroller, 
power, LM 35, BP sensor, Heartrate sensors arranged in a network through Arduino 
programming. In both these cases, the negative effect of electro-magnetic signals 
in WBAN, and the tissue damage in humans reduce for remote-health monitoring 
while increasing the network lifetime.

Keywords: WSN, WBAN, Tissue damage, Dynamic HUB, Specific Absorption Rate, 
Battery level, Priority, Signal to Inference Ratio, Sensors, LabVIEW, Fuzzy system, 
Network Life

. Introduction

Wireless Body Area Network is a part of Wireless sensor network (WSN). 
Wireless body area network contributes a wide range in health monitoring and 
broadened its applications considerably [1]. Many lives have been passed down 
through centuries, due to lack of physical evidence and analyzing the patient up to a 
tolerance value. WBANs are becoming the limelight in the medical field, expanding 
their applications in a real-time world by collecting the vitals through implanted 
sensor nodes. A standard for WBAN as IEEE 802.15.6 is formulated by the IEEE 
fraternity. This had triggered many types of research to study its uses in WBANs [2].
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A tremendous increase in recent technology in the subject of sensing, process-
ing has fueled interest in the technology-based health care system. This is an added 
advantage to assist an elderly patient [3]. Sensor nodes in WBANs are mounted on 
the surface or inside the patient skin. These nodes are tiny, light-weighted with the 
required power and energy. The role of these sensor nodes is to transmit the data 
from source to destination through the skin as a medium. A loss in the medium 
occurs where signals or data are absorbed by neighboring tissues, which causes a 
surge in the temperature of the tissue. Likely, this might cause tissue damage. This is 
an emerging problem throughout the world, causing the patient to endanger tissue 
or organ with unbearable pain.

WBAN is lauded for its function through sensor nodes and core nodes, known 
as HUB which acts as a switchyard between sensor nodes and the gateway. HUB is a 
fixed sensor node that cannot be varied according to IEEE 802.15.6. The sharing of 
continuous data through HUB involves higher transmission rates. In contrast, SAR, 
battery level, Priority of the sensor node, and Signal to Inference Ratio (SINR) are 
compared to other sensor nodes for better transmission [4].

In this chapter, a HUB is selected dynamically in software based on the selec-
tion process through the fuzzy decision systems as shown in Figure . The fuzzy 
system converts the numeric value into crisp data where the fuzzy logic is applied 
and calculates the output based on fuzzy rules. It compares the input data with the 
standard parametric values of SAR, Battery level, Priority, and SINR (Signal to 
Inference Ratio). The front panel in LabVIEW is used to collect the data and the 
processing of fuzzy comparison is done in a block diagram, where every step of 
data is easy to monitor. The system considers the estimated parameters for different 
sensor nodes by comparing and gives an estimated sensor node as a HUB.

The effect of changing the HUB dynamically is analytically carried out on a 
testbed using the microcontroller(ESP-32) which is a 32-bit microcontroller with 
34 general purpose IO’s, 10 touches sensing IO’s, DAC, ADC, pulse counter, UART, 
I2C interface, Wi-Fi and Bluetooth as inbuilt application functions, that are mainly 
used for sending the data(vitals collected) to patients or doctors or neighbors. The 
sensors used in this testbed are based on application-specific(i.e., in our chapter, we 
used LM35 for temperature, BMP180 for Blood Pressure measurement, Heartbeat 
sensor monitoring with finger probe).

The remainder of the work is organized as follows: a description of the relevant 
work carried out in a focused area is described in the second section. Section 3, 
gives a glance view of the proposed technique in experimental way and analysis 
is done. Selection 4, illustrates a detailed overview of the prototype developed, 

Figure 1. 
Fuzzy logic for dynamic HUB selection.
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presenting the obtained simulation results and discussion in Section 5. The last 
section,6, gives a conclusion about the chapter.

. Related work

The benefits of selecting dynamic HUB through different metrics had a sharp 
fall down in the damaging of tissues or organs throughout the human body. From 
the outside, the deployed sensor nodes may be good but practically this causes 
patients an emergency condition which raises their complexity of the problem.

Not many studies have been made for the reduction of this effect on a sick 
person. As SAR is considered a major conflict for the rise, studies are made only on 
estimating and evaluating SAR [5].

By considering the location of the destination node in WBAN as a major part, 
Ahmed et al. proposed a technique compared to the SAR (Specific Absorption Rate) 
values under various conditions. It is used to estimate the SAR response on the 
human body.

Another proposed technique by Wu and Lin to adjust a relay node across the 
wrist and arm. In return, this will make sensor nodes transmit data packets to HUB 
with the lowest SAR values and efficient packet rate transmission. This uses an algo-
rithm known as practical swarm optimization to maintain and identify the position 
of the relay node. No literature survey is added to their works. The performance of 
HUB is analyzed by Cicioglu and Calhan [6].

Later on, Cicioglu and Calhan made their study on implementing the tech-
niques to maintain a HUB without any loss or damage to survivors [ ]. Some 7
other works may be added based on WBAN and SAR issues, but there is no 
literature study other than a specific absorption-based dynamic HUB selection, 
This work is extended with the fuzzy-based system in our chapter along with 
a new additional parameter SINR(Signal to Interference Noise Ratio). This is a 
major factor while transmitting the data or collecting the information from a 
patient. If a patient moves or any sensors placed in the network are in motion, 
then Interference occurs which weakens the network lifetime and manipulates 
the accurate data. The other major factor causing a signal to be disturbed is noise, 
which will be eradicated by implementing SINR in our dynamic HUB selection 
process. When compared to another literature survey, SINR is implemented in 
this chapter, to reduce the noise, interference and increasing the network life-
time. The proposed method selects a hub based on few parameters along with the 
signal interference or disturbance during the transmission for better and reliable 
communication.

. HUB selection process parameters

At first sight, it looked like a typical problem for selecting a hub dynamically 
in WBANs. Wireless body area network has emerged their development through 
WSNs. Later on, by estimating the drawbacks of fixed HUB, a need for the selection 
of dynamic HUB has established. The wireless transmission density is neglected in 
the evaluating process.

A new hub is selected from the parameters like SAR, Battery Level, Priority of 
the sensor node, and SINR as in .Table 

The parameter that we seek in the selection process plays an eminent role in the 
broadcast between sensor nodes and the gateway. This can be sorted for a multi-
purpose decision-making system using Fuzzy-based rules. The criterions used are 
SAR, Battery level, Priority, and SINR.
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If the sensor node has values of SAR less than 1.6 w/kg, battery level in or 
around the range of 0–4 Joules, the priority of the sensor nodes which is given 
lowest priority is considered in selecting HUB. And SINR with a range above 20db is 
best for a new hub. The mentioned parameters above are according to the standard 
values based on LTE and IEEE fraternity. The illustration of the parameters consid-
ered in selecting HUB is depicted below.

. SAR

In today’s life, communication devices like mobiles, Wi-Fi have become a common 
part of the human lifecycle. The electromagnetic interference (EMI) radiation emitted 
from these devices is mean to be absorbed by a human being at a period of transmit-
ting data. SAR expresses the amount of radiation absorbed by the body, generally 
represented in terms of Watt per kilogram. The SAR value is differently applicable for 
children [8]. Any of the communication devices near to tissue can cause damage as it 
continuously sends data to HUB, so a fuzzy-based rule with membership function as in 
Figure  is implemented. The specified SAR rate according to FCC is 1.6W/Kg [5].

This term is generated by

   Radiatio n d
 

=  
 

dW
dt

dM
 (1)

Here W is the power (W),
M is the mass (Kg), and.
t is the time (sec).

Figure 2. 
SAR membership function.

   Parameters MediumLow High

   SAR (W/kg) 0–1.6 1.6–2.2 2.25–3

   BATTERY LEVEL (Joules) 0–1.3 1.4–2 2–5

   PRIORITY OF NODES 0–2 2–5 5–8

   SINR (dB) 0–12 12–20 20–50

Table 1. 
HUB selection parameters table.
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. Battery level

The limit used is Battery level for HUB selection is as in Figure . Sensor nodes 
Used for WBANs have specific defined energy and power [9].

The sensor nodes can be utilized for a long time if energy is efficiently imple-
mented. As the HUB requires more energy, a fixed hub will lose its required stamina 
if used for a long time at work. A sensor node is selected as a hub if it is ready to 
apply the maximum energy after the first sensor node failure, increasing the overall 
network lifetime.

. Priority of sensor node

A priority of the sensor nodes in WBANs is considered as the parameter in the 
selection process for the new hub Figure . The highest priority is given to impor-
tant vitals like EGG, EEG which transmit data quickly and a need to live for a longer 
period. In this selection process, the sensor node with the least priority is picked as a 
hub to transfer high packets.

. SINR

This is the new parameter utilized in our chapter to bring down the interface 
or disturbances in the network. There are various data traffics in WBAN’s, for 

Figure 3. 
Battery level range.

Figure 4. 
Priority sensor membership function graph.
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instance, merging of one signal with another or moment of a network from place 
to place. In wireless communication systems such as networks, SINR is used as the 
rate of information transfer representing the received signal strength. As the noise 
in the signal plays an efficient role in decreasing the data accuracy received at the 
receiver. Moreover, it is defined as the ratio of signal strength to the interference or 
noise of the signal. For communication link quality, SINR plays a pivotal role. SINR 
is used for identifying moisture and thermal noise at the sink, in wireless com-
munication if any interference occurs at the data transmission, path loss takes space 
which results in great network disturbance. So, SINR is utilized to reduce this effect 
in data transmission.

This is also used to avoid interference in the affected sensor node. Then, 
a fuzzy-based membership function is used to calculate SINR ranges (0db to 
12db, 12db to 20db, 20db to 50db) where the disturbance occurred due to the 
transmission period is sorted. In Telecommunication LTE measures the values in 
terms of powers of the signals that is considered as a standard value in wireless 
transmission of data. The SINR, greater than 20db is selected as HUB as shown 
in Figure . This is done by sharply bounded values in fuzzy-based logic for 
 calculating the candidacy value, which decides the HUB using all parameters. 
The lowest noise signal reflects the highest valued SINR in quality of the network 
and interference.

. Experimental results and analysis

LabVIEW (Lab Virtual Instrumentation Engineering Workbench) is a software 
platform developed by national instruments for data acquisition, controlling, and 
automation using Microsoft windows, various types of UNIX, Linux Mac OS. It 
is widely applicable for its features like graphical representation which are highly 
recommended for engineers and scientists, where data flow can be known and 
each step can be monitored if required. It also consists of different libraries with 
different toolkits and the major advantage of this is it is easily configurable with 
hardware, mainly for processing. The programs operated in LabVIEW are known as 
Vis. LabVIEW is a geographical programming language to create block diagrams in 
a block diagram panel. This is a user-friendly environment made up of a front panel 
and block diagram as shown in Figure  for the dynamic HUB selection process 
along with the fuzzy-based functions.

Figure 5. 
SINR range in the membership function.
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The below-shown Figure represents the block diagram of the fuzzy-based 
system(the logic used) for selecting a HUB. Briefly, it collects the sensor data from 
the parametric values and processes an output by using fuzzy logic. For instance, 
two sensor nodes are first implemented on the front panel as shown in Figure .

In the front panel and block diagram, the input is given manually. The block 
diagram consists of loops and control lines where the flow of data virtually visible. 

Figure 6. 
Block diagram of LabVIEW for dynamic HUB selection.
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The fuzzy system is an inbuilt library function in LabVIEW. The fuzzy system uses 
an engine to convert numeric data into crisp value as shown in Figure  by imple-
menting the bordered values through fuzzy rules and the output is shown in the 
candidacy membership function [10].

The Fuzzy output is taken and the common logic is used for a candidacy value 
with the highest based on the four parameters. The greatest Candidacy value will 
be considered as a new HUB, Which will be displayed in a string format in the 
LabVIEW front panel. This output is calculated as in Figure  which considers 
the low(0–10), medium(10–20), high(20–30) range. Out of which the highest 
candidacy sensor node will be selected as a Dynamic HUB by using AND or OR 
functions.

Figure 7. 
Front panel code using 2 sensor nodes.

Figure 8. 
Candidacy membership function.
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. About fuzzy and its rules

The Fuzzy-logic was initially proposed by a professor, at a university in 1965, 
named Lofti Zadeh [11]. It is described as a mathematical representation of 
executed numerical values, would rather say describing words than numbers. In 
this case, the fuzzy rules set understands the linguistic form of entered parameters 
i.e., SAR, Battery Level, Priority, SINR, and the controls convert them using an 
inference engine, membership function, and if-then rules presented in fuzzy rules 
set. This process is known as Fuzzification. Also, the conversion of if-then rules 
(which are expandable depending on the user application) to crisp data is known 
to be a defuzzification process [12]. The candidacy value is formed based on these 
Fuzzy based rules. There are different formations in which a HUB is selected. Out of 
the six sensor nodes used, we consider the rules formed are 81 which are depicted in 
below .Table 

     Sl. No. Battery Level Candidacy levelSINR SAR priority

     1 Low Low Low Low Low

     2 Low Low Low LowMedium

     3 Low Low Low LowHigh

     4 Low Low Low LowMedium

     5 Low Low Medium Medium Low

     6 Low Low LowMedium High

     7 Low Low LowHigh Normal

     8 Low Low LowHigh Medium

     9 Low Low LowHigh High

     10 Low Low Low LowMedium

     11 Low Low LowMedium Medium

     12 Low Low LowMedium High

     13 Medium MediumLow Low Low

     14 Low Medium Medium Medium Low

     15 Low LowMedium Medium High

     16 HighLow Medium Low Low

     17 Low LowMedium MediumHigh

     18 High HighLow Medium Low

     19 Low Low Low LowHigh

     20 Low Low LowHigh Medium

     21 Low Low LowHigh High

     22 Low Low LowHigh Medium

     23 Low LowHigh Medium Medium

     24 Low LowHigh HighMedium

     25 Low Low LowHigh High

     26 Low LowHigh High Medium

     27 Low LowHigh High High

     28 Medium Low Low Low Low
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     Sl. No. Battery Level Candidacy levelSINR SAR priority

     29 Medium MediumLow Low Low

     30 Medium Low Low LowHigh

     31 Medium MediumLow Low Low

     32 Medium Medium MediumLow Low

     33 Medium MediumLow High Low

     34 Medium Low LowHigh High

     35 Medium MediumLow High Low

     36 Medium Low LowHigh High

     37 Medium Medium Low Low Low

     38 Medium Medium MediumLow Low

     39 Medium Medium Low LowHigh

     40 Medium Medium Medium Low Low

     41 Medium Medium Medium Medium Low

     42 Medium Medium Medium High Low

     43 Medium Medium High Low Low

     44 Medium Medium MediumHigh Low

     45 Medium Medium High High Low

     46 Medium High Low Low Low

     47 Medium MediumHigh Low Low

     48 Medium High HighLow Low

     49 HighMedium Medium Low Low

     50 HighMedium Medium Medium Low

     51 Medium MediumHigh High Low

     52 Medium High High Low Low

     53 Medium MediumHigh High Low

     54 Medium High High High Low

     55 High Low Low Low Normal

     56 MediumHigh Low Low Low

     57 High HighLow Low Low

     58 High Low LowMedium Normal

     59 High Low LowMedium Medium

     60 High HighLow Medium Low

     61 High High HighLow Low

     62 Medium NormalHigh HighLow

     63 High High HighLow Normal

     64 MediumHigh Low Low Low

     65 High Medium MediumLow Low

     66 High Medium Low LowHigh

     67 High Medium Medium Low Low

     68 Medium Medium MediumHigh Low

     69 High Medium Medium High Low
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. Prototype for dynamic HUB selection

The Dynamic Hub selection outraced the results of the traditional hub by 
implementing it in LabVIEW through Fuzzy based system. This is now tested by a 
prototype developed on the testbed to have a look at the changes in HUB selection 
concerning the real-time body measurements. As technology has a great impact on 
health and mobile phones these days become a valuable asset for a normal man. On 
this point, we connected an app that stores information about the vitals from the 
human body. Here, an embedded C is evolved to change the HUB dynamically and is 
provided in a mobile app where the HUB selection is shown in the app. The embed-
ded communication devices used are for the programming of the network as they are 
designed for a special purpose rather than the general tasks of computers. These are 
inbuilt with memory storage, a processor, and some peripherals. It can assist using C, 
ALP, and VB, etc. It also stores the information about the vitals collected for future 
purposes. As discussed above, the root cause for tissue damage is the temperature 
rise, working for a longer period in the network. In this prototype, a traditional hub is 
changed according to the vitals collected from the patient. Based on the functionality 
and requirement, the embedded system is deployed in our mobiles and so as in this 
work. The different sensors used in the prototype are described below in Figure , 
where the network is placed on the surface of the body.

ESP-32 is a 2.4GHz microcontroller with both Wi-Fi and Bluetooth combination 
chip designed for better power and good reliability with a wide range of applications, 
which consists of an I2C bus interface, recovery memory, ROM, SRAM, temperature 
sensor, touch sensor, clock generator, a serial peripheral interface, DAC, ADC, 
UART (Universal Asynchronous Receiver Transmitter), PWM, Wi-Fi, and Bluetooth 
peripherals along with radio receiver and transmitter.10 capacitive sensing GPIOs 
present in the microcontroller are useful for our project as we use a touch sensor for 
monitoring the heart rate through the illusion of light by finger and the other three 
sensors are deployed.

The deployment materials used here are a Power supply, Temperature sensor, 
Heartbeat sensor, Blood pressure monitoring device. The power supply is used 
to convert high voltage to a low voltage supply, which consists of a transformer, 

     Sl. No. Battery Level Candidacy levelSINR SAR priority

     70 High High HighMedium Low

     71 High HighMedium Medium Medium

     72 High High HighMedium Low

     73 High High Low Low Low

     74 High High Low LowMedium

     75 High High HighLow Low

     76 High High Medium Low Low

     77 High High Medium Medium Low

     78 MediumHigh High High Low

     79 High High High Low Normal

     80 High High High Medium Low

     81 High High High High Low

Table 2. 
Fuzzy rules.
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regulator, filter, and rectifier. The temperature sensor, LM 35 is used here to convert 
the temperature into electrical signals. Yet, it does not require any calibration and 
best suitable for our work. Having said that, this is considered a low power supply 
and low self-heat not more than 0.10c in still air, most widely used in remote applica-
tions. The different male and female connection wires are used for creating a system.

. Results and discussion

In this section, the results of selecting a HUB in both software and by using a 
Prototype for decreasing the damage of tissue when placed on the surface of the body 
are delineated. By using the LabVIEW-based Fuzzy rules, a dynamic HUB is selected 
by following the standard metric values of parameters. Here, six sensor nodes are 
considered and shown, which sensor node is changing as a HUB. As LabVIEW is a 
step-by-step procedure, we can identify the process and rectify if any mistakes hap-
pen. Whereas in the prototype developed, we considered three different sensor nodes 
in a testbed to run the code and examine the HUB selection process dynamically.

. In LabVIEW using fuzzy

In this stage, the drawbacks of using a fixed HUB are rectified by using a 
dynamic HUB. We considered six sensor nodes for instance and process a dynamic 
HUB selection using the Fuzzy system in LabVIEW. The Fuzzy-based system 
consists of if-then rules in the fuzzy decision system.

The parameter values are considered from manual input through the front panel, 
as it is utilized to display the input and output of any program. The input given 
starts working in the block diagram through the Fuzzy library function as shown 
in Figure . The input of the Fuzzy system, consists of three sub-parts namely, 

Figure 9. 
Hardware kits.
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entering the data, membership function, Fuzzy rules, and candidacy output. The 
candidacy value is sent back to the block diagram through a fuzzy out system with 
candidacy results and continues the process in a block diagram. As the simulation 
begins, the sensor node parameter value is considered and sends the information 
packet from all neighbors to default HUB. The aforementioned parameters are 
selected based on the universal standard values maintained by their respective 
standards. The proposed technique using Fuzzy gives an output candidacy value 
by comparing all sensor nodes’ parametric values in the fuzzy decision system. The 
sensor node with the highest candidacy value I selected as a HUB. The front panel in 
the software implies the input to a fuzzy engine through a block diagram. Later on, 
by calculating the graph and candidacy value, a HUB is selected and presented in 
the front panel in string format.

Here the input is taken through the front panel and the process is done through 
fuzzy logic presented in block diagram when running the code present in it. If a 
sensor node has values of SAR less than 1.6 w/kg, battery level in or around the range 
0–4 Joules, the SINR greater than 20db, the priority of the sensor nodes is considered 
and selected as a HUB. The sensor nodes are encountered with different cases such 
as when all the values are similar or whenever two sensor nodes exhibit the same 
values, then it is based on the priority of the sensor nodes, which selects the dynamic 
HUB. The priority of the sensor nodes plays the main role when all other parameters 
are in balance. In this project, the sensors like ECG, EEG, Temperature are used and 
temperature being the least sensor as it does not require monitoring continuously, 
while heartbeat and ECG are given the highest priority whose analysis is required for 
long hours. This helps in increasing the network lifetime by utilizing the least priority 
sensors.

The Figure above shown is an example of a front panel result that is selected as a 
dynamic HUB when placed on the surface of the human body. If any of these values 
change with time accordingly then the HUB is selected based on the change in para-
metric values. This makes the fuzzy system easy for multi-systems and increases the 
overall network lifetime by four times to a fixed hub.

Initially, a random node is selected as the default hub to send the information 
from source to sink and it is as shown in Figure . There are certain cases to exam-
ine our work. Here, When two sensor nodes of the same values are considered then 
the fuzzy rules are codded as it predicts the least priority sensor as Dynamic HUB as 

Figure 10. 
Default dynamic HUB selected.
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said having the least priority leads to un usage of a node for a long time which can 
enrich the network for the long run. This is laid out in Figure .

. In prototype using sensors

The hardware kit developed here is made up of three pivotal sensors essential 
for the human body as of vitals. These are heart rate sensors, Blood pressure, and 
temperature. The heart rate sensor is a digital output that works using a microcon-
troller. When a finger is placed, it works on the light modulation on the illusion of 
blood flow, a red light which transfers from transmitter to receiver, counting the 
pulses through light flow. Generally used for the measuring of heart rate. Blood 
Pressure is measured using a mercury column. A Cuff with an oscillatory device in 
it is wrapped above the upper arm, where it produces vibrations in blood flow in 
the artery between systole and diastole pressures. The Aurdino Uno on the Arduino 
Desktop IDE (Arduino software) is used for code. An Arduino board is completely 
open-source and user-independent which uses a sketchbook, a place to store the 
programs. The Arduino program is developed by using a delay for our project to 
identify the sensor node to change as HUB. This can be negotiated for practical 
usage. The node change is identified by naming the sensors like A, B, and C.

The node change for values change in a mobile app is exposed as in above 
Figure . The last sensor used is LM 35, for measuring the temperature of a 
body. This also uses a microprocessor that converts the input and processed value 
to digital form for manual purposes. A finger grip for heart rate and a hand cliff 
BP equipment along with LM 35, temperature sensor are used for deployment of 
network and are together shown as in Figure .

The power supply is used for the input source to run the equipment. We can also 
find, collect or store the vital information collecting in the mobile app for further 
utility. The change in values for physical movement or activity or exercise results in 
the change of HUB, which is shown in the mobile app as below in Figure .

Here, in our chapter Arduino board is used for deploying the program in 
Micro Processor. A Bluetooth terminal is considered as NODES A, B, and C and 
performs the program as shown below. In this project, we are supposed to work 
offline. If we want to use Arduino UNO offline then an Arduino Desktop IDE needs 
to be installed. The UNO is programmed using the Arduino Software(IDE), our 

Figure 11. 
Similar nodes HUB selection.
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integrated Development common to all our boards. Connection is done from UNO 
board to system is through A B USB cable, sometimes known as a USB printer cable. 
Furthermore, the sensor nodes are connected with the desired pins in the micro-
controller, which runs through the program shown below. The sensors give input to 
Arduino through a microcontroller, where the code is executed and gives the output 
in selecting a HUB based on the change in values of collected information. A delay 
function is used in our program for the identification of HUB change which is not 
required in real-time health monitoring.

. Conclusion

The work carried out is to select a dynamic HUB for reducing the damage of 
tissue when an entire network is placed on a human body wirelessly to collect the 

Figure 12. 
Dynamic HUB identification.

Figure 13. 
Information in the node through the mobile app.
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data and send it to a receiver through a gateway. This chapter improvises the HUB 
features regarding fixed HUB drawbacks. With our proposed fuzzy-based frame-
work, Hub can be changed from one sensor node to another with a change in para-
metric values manually. WBAN has become more reliable for patient monitoring. 
When compared to the one study about dynamic HUB, in this chapter, we imposed 
a new parameter to reduce the noise or interference of signal while the patient is in 
motion. This largely builds on the coherence of the system.

Practically, instead of using fixed HUB traditionally, a variable method is 
adopted and developed in the testbed. The sensors used in selecting the dynamic 
HUB are the heartbeat sensor, BP sensor(BP180), and temperature sensor(LM35), 
and other sensor nodes that can be utilized for other purposes of healthcare, in the 
real world. Different sensor nodes used in our project are real-time applications 
and the most useful values in analyzing a patient. The energy consumption of HUB 
that has a critical importance for the lifetime of WBAN is minimized, resulting in 
an extended network lifetime. By selecting a dynamic HUB, the load work on a tra-
ditional HUB decreases and share the burden among all other sensor nodes, which 
results the larger network life. To that, the selection of dynamic HUB results is 
reducing the damage of tissue while increasing the network lifespan. In the future, 
more parameters can be included either in software and hardware for efficient 
working of the network.
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Appendices and nomenclature

Code for selecting a Dynamic HUB.
// code for Blood Pressure.
#include”Bluetooth.Serial.h”.
#!defined(CONFIG_BT_ENABLED)||!defined(CONFIG_BLUEDROID_

ENABLED).
#ERROR Bluetooth is not enabled! Please run’make menuconfig’ to enable it.
#endif.
BluetoothSerail SErialBT;
Void setup() {.
Serail.begin(9600);
SerailBT.begin(“NODE_C);//Bluetooth device name.
Serial println(“The device started, now you can pair it with Bluetooth!”);
}





Dynamic HUB Selection Process in Wireless Body Area Network (WBAN)
DOI: http://dx.doi.org/10.5772/ TexLi.98613I

Void loop() {.
Float p=analogRead(34);
SerailBT.print(“P:”+String(p));
Float v=analogRead(32)/200;
SerailBT.println(“v:”+String(v));
Delay(5000);
}
//Code for heart Beat Sensor.
#include”Bluetooth.Serial.h”.
#!defined(CONFIG_BT_ENABLED)||!defined(CONFIG_BLUEDROID_

ENABLED).
#ERROR Bluetooth is not enabled! Please run’make menuconfig’ to enable it.
#endif.
BluetoothSerail SErialBT;
Int hs=13;
Int hb=0;
Void setup() {.
Serial begin(9600);
SerialBT.begin(“NODE_B”);//Bluetooth device name.
Serial.Println(“The device started, now you can pair it with Bluetooth!”);
}
Void loop() {.
Double x=millis();
hb=0;
while(millis()<x+5000).
{
If(digitalRead(hs)==0).
{
Hb=hb+1;
Delay(300);
}
}
hb=hb*5;
SerialBT.print(“H:”+String(hb));
Float v=analogRead(35)/200;
SerialBT.Println(“V:”+String(v));
delay(3000);
}
//Code for Temperature Sensor.
#include”Bluetooth.Serial.h”.
#!defined(CONFIG_BT_ENABLED)||!defined(CONFIG_BLUEDROID_

ENABLED).
#ERROR Bluetooth is not enabled! Please run’make menuconfig’ to enable it.
#endif.
BluetoothSerail SErialBT;
Void setup() {.
Serial begin(9600);
SerialBT.begin(“NODE_A”);//Bluetooth device name.
Serial.Println(“The device started, now you can pair it with Bluetooth!”);
}
Void loop() {.
Float t=(analogRead(34)/2.7)/2.3;
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SerialBT.println(“T:”+String(t)); Float v=analogRead(35)/200; 
SerialBT.Println(“v:”+String(v)); Delay(3000);
}
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Chapter 4

How Do Web-Active End-User 
Programmers Forage?
Sandeep KaurKuttal, AbimSedhain  

and BenjaminRiethmeier

Abstract

Web-active end-user programmers spend substantial time and cognitive effort 
seeking information while debugging web mashups, which are platforms for 
creating web applications by combining data and functionality from two or more 
different sources. The debugging on these platforms is challenging as end user 
programmers need to forage within the mashup environment to find bugs and on 
the web to forage for the solution to those bugs. To understand the foraging behav-
ior of end-user programmers when debugging, we used information forging theory. 
Information foraging theory helps understand how users forage for information and 
has been successfully used to understand and model user behavior when foraging 
through documents, the web, user interfaces, and programming environments. 
Through the lens of information foraging theory, we analyzed the data from a 
controlled lab study of eight web-active end-user programmers. The programmers 
completed two debugging tasks using the Yahoo! Pipes web mashup environment. 
On analyzing the data, we identified three types of cues: clear, fuzzy, and elusive. 
Clear cues helped participants to find and fix bugs with ease while fuzzy and elusive 
cues led to useless foraging. We also identified the strategies used by the partici-
pants when finding and fixing bugs. Our results give us a better understanding of 
the programming behavior of web-active end-users and can inform researchers and 
professionals how to create better support for the debugging process. Further, this 
study methodology can be adapted by researchers to understand other aspects of 
programming such as implementing, reusing, and maintaining code.

Keywords: Information Foraging Theory, End-user programming, Debugging, 
Visual Programming, Web Mashups

. Introduction

In modern times, mass communication, mass media, and networking technolo-
gies have enabled access to vast amounts of knowledge that are distributed across 
many continents and time-zones, thus allowing web-active end-users to achieve 
great feats.

Web-active end-users (also referred to as end-users or end-user programmers) 
are people who lack programming experience but are engaged in internet activities 
[1]. There is a substantial number of web-active end-users and their number is con-
tinuously growing. The end-users often create applications to complete tasks such 
as finding apartments to rent in a certain location, tracking flights, and alerting 
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drivers regarding traffic jams. One approach to create such applications is utilizing 
web mashups programming environments.

Web mashup programming environments allow for creating applications from 
distributed heterogeneous web sources and functions. Most of the mashup pro-
gramming environments are visual in nature. Some examples include Yahoo! Pipes 
[2], IBM mashup maker [3], xfruit [4], Apatar [5], Deri pipes [6], and JackBe [7]. 
The visual nature of these programming environments allows application creation 
using code abstraction to ease the programming process. However, the abstraction 
of code can add complexity of accessing the information, debugging, and compre-
hending large programs within these environments [1, 8, 9].

Further, end-users create mashup applications by seeking information from 
the complex ecosystem of the web, which is composed of evolving heterogeneous 
formats, services, standards, and languages [8]. Seeking information on the web is 
challenging, as the relevant information is scattered across numerous web sources 
that end-users must find and manually analyze, an information-seeking problem 
that costs both time and cognitive effort.

In this chapter, we observe the behavior of end-users while debugging, one of 
the most difficult aspects of programming [10]. Debugging mashup programs 
is even more challenging as end-user programmers must locate bugs within the 
abstract web mashup environment and then locate solutions on the web to fix bugs. 
The lack of debugging support within mashup environments increases the com-
plexity of finding bugs [9]. Further, finding correct solutions to fix bugs is compli-
cated as the web is a huge compilation of heterogeneous resources.

Currently, it is not clear how web-active end-users seek for bugs in their pro-
gram and their solutions on the web. Hence, we used an information seeking theory 
called Information Foraging Theory.

Information Foraging Theory (IFT) can expand our understanding of the 
information-seeking problems of web-active end-user programmers while debug-
ging. IFT posits that people seek information in the same manner as predators 
forage for their prey, where predators are the end-users, and the prey is the bugs 
or bug fixes they are searching for. The hunting grounds or ‘patches’ where web-
active end-users search for these bugs or fixes would be their IDE or the websites 
they visit and the scents the web-active end-users follow are given by different cues 
(e.g., links) found on the web [11–15]. IFT has been applied successfully to diverse 
domains such as documents, the web, user interfaces, and programming environ-
ments [15–23].

Past research on web mashups have focused on creating web tools that increase 
the ease and effectiveness of creating applications by end-user programmers 
[ – ]. While past IFT research on programming environments has investigated 24 28
debugging and navigational behavior of professional programmers [19–21]. No 
prior research exists to understand the debugging behavior of web-active end-user 
programmers. The only research relevant to this chapter is our own [8], where we 
created a debugging support for web mashups and investigated the debugging 
behavior of end-user programmers using IFT with and without the support. Based 
on this prior research, we found IFT to be the most relevant choice to understand 
the information-seeking behavior during mashup debugging.

To understand the debugging behavior of end-user programmers we conducted 
a controlled lab study of eight students who were not computer science majors. 
The study participants completed their tasks using Yahoo! Pipes, a mashup envi-
ronment, as it provided the best debugging support at the time. The participants 
completed two debugging tasks using a think-aloud protocol. We investigated 
how end-users forage for information within the IDE as well as the web using IFT 
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theory. Our analyses discovered new cues and strategies that end-user programmers 
pursued while locating the bugs in the mashup environment and foraging the web 
for fixing the bugs.

This chapter is organized as follows. Section 2 describes the debugging behavior 
of end-user programmers. Section 3 describes Information Foraging Theory, IFT 
terminologies from Yahoo! Pipes, and relevant literature. Section 4 describes the 
background and related work on web mashups, and Yahoo! Pipes. Section 5 describes 
the methodology and results from the lab study. This section discusses the cues 
utilized by end-user programmers and their behavior during debugging tasks and 
provides recommendations. Section 6 summarizes our findings and suggests how 
web mashup environments can improve the debugging process.

. Debugging and end-user programmers

Debugging is the process of finding and fixing bugs in the code. Programmers 
often struggle to debug and hypothesize the “when”, “why” and “how” of the bug 
[29–32]. Debugging is even more challenging for end-user programmers as in one 
study [33] they spent two-thirds of their time foraging for bugs, while professionals 
spent only half of their time.

Professionals and end-users use web resources to complete their programming 
tasks. For example, in one study, novice programmers spent about 19% of their 
programming time in foraging the web for information such as selecting and using 
tutorials, searching with synonyms, finding code snippets, and using the web to 
debug [34], while they spent 35% of their time navigating source code [35]. Vessey 
[36] investigated both professionals and end-users’ debugging approach and 
found that professionals took a breadth-first approach whereas end-users took a 
depth-first approach. Our study found that in mashup environments the end user 
programmers struggle foraging for solutions to bugs on the web.

A major huddle for programmers during debugging is understanding the error 
messages to fix bugs in the code. Naveed and Sarim [37] analyzed how presentation 
of error messages affected debugging and programming in IDEs. To fix a bug, first 
programmers must understand what the error is and where it is located. Mashup 
environments tend to show errors without much explanation or direction for the 
end-user to comprehend [9]. End-users struggle to adapt code from tutorials and 
web forums [38] while fixing bugs. They often struggle with debugging due to lack 
of knowledge and experience in software engineering and interactive programming 
environments [39]. Our study confirms that end-user programmers struggle with 
the lack of or unclear error messages in IDEs.

Understanding end-user programmers’ behavior while debugging can help to 
build better debugging tools that facilitates programming tasks effectively and 
efficiently. Phalgune et al. [40] studied oracle mistakes - mistakes users make 
about which values are right and which are wrong - that impact the effectiveness of 
interactions, testing, and debugging support for end-users. Kuttal et al. [41] added 
version support to Yahoo! Pipes and investigated how versioning can help end-user 
programmers to create and debug mashups. Servant et al. [42] create support that 
allowed panning and zooming of a canvas that contained the snapshots of the code. 
Myers and Ko suggested various interaction features for IDE to improve debug-
ging such as full visibility of code and timeline visualization of changing values of 
variables at run-time [43]. Our study helps to understand how end-user program-
mers debug from a theory perspective that can inform better debugging support for 
mashup environments.
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. Web mashups

Web mashups allow end-users to build applications by integrating data and 
functionalities from various web services into a single application. The visual web 
mashup programming environments facilitate easy creation of applications by end-
user programmers who have very little knowledge and experience in programming. 
Mashup environments provide a full set of functions to the end-users to build new 
applications.

End-users often create situational mashups as per their specifications [44]. For 
example, a mashup can take data from Instagram and combine it with Google Maps 
to display the most recent images and videos of any given location. Users can get the 
data from APIs, Information Feeds (e.g., Really Simple Syndication (RSS)), or they 
can collect data by scraping various web pages. Mashup application can be executed 
within the client’s browser, in a server, or combination of both. The advantage of 
rendering the application in a client’s web browser is to give users the opportunity to 
interact with it. Mashups are popular because of their dynamic content creation and 
ability to build and share applications through publicly hosted repositories [45].

End-users often develop mashup applications using visual black-box oriented 
programming environments. Mashup programming environments such as Yahoo! 
Pipes [ ], IBM mashup maker [2 3], xfruit [4], Apatar [5], Deri Pipes [ ], and JackBe 6
[7] provide an easy-to-use visual environment to support the mashup development. 
Cappiello at el. [46] researched mashup development frameworks oriented towards 
end-user development to allow users to compose different resources at different 
levels of granularity relying on the user interface (UI) of the application. Ennals and 
Gay created MashMaker [ ], a tool which allowed end-users to create web mashups 24
without needing to write much code/script. Other mashup creation tools to facilitate 
end user programmers include MapCruncher [ ], Marmite [25 26], Automator [27], 
Creo [28], and TreeSheet [47]. Rather than directly studying mashup environments 
or creating new mashup tools, we qualitatively observe how end-users debug and 
forage for solutions in programs built in these mashups.

Grammel and Storey [9] investigated various mashup development environ-
ments and found lack of debugging support in these environments. Similarly, Stolee 
and Elbaum [48] studied how we can improve the refactoring of pipe-like mashups, 
i.e., Yahoo! Pipes for end-users. We focus on understanding end-user programmers’ 
behavior while debugging mashups instead of creating support for mashups.

. Yahoo! Pipes

Now defunct, Yahoo! Pipes was introduced in 2007 and was one of the most pop-
ular mashup creation environments that helped users to “rewrite the web” during its 
existence. During its first year of existence, the Yahoo! Pipes platform executed over 
5,000,000 pipes per day. As a visual programming environment, Yahoo! Pipes was 
well suited for representing the solutions to dataflow-based processing problems. 
Yahoo! Pipes “programs” helped in combining simple commands together such 
that the output of one acted as the input for the other. The Yahoo! Pipes engine also 
facilitated the wiring of modules together and the transfer of data between them.

The Yahoo! Pipes environment was made up of three major components: the 
canvas, the library (list of modules), and the debugger (refer Figure ). Users used 
the canvas to create the pipes. The library situated to the left of the canvas, con-
sisted of various modules that were categorized according to functionality. Users 
dragged modules from the library and placed them on the canvas, then proceeded to 
connect them to other modules as their need. The debugger, located at the bottom, 
helped users check the runtime output of the modules.
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The inputs and output of the pipes supported different formats. For input, most 
common formats were APIs, HTML, XML, JSON, RDF, and RSS feeds. Similarly, 
pipe output formats were RSS, JSON, and KML. The inputs and outputs between 
modules were primarily RSS feed items consisting of parameters and descriptions. 
Yahoo! Pipes modules provided manipulation actions that could be executed on 
these RSS feed parameters. In addition to items, Yahoo! Pipes also allowed datatypes 
like URL, location, text, number, and date-time to be defined by users.

Figure  shows the interface and components of the Yahoo! Pipes environment. 
The pipe displayed in the figure takes Reuter’s Newsfeed (RSS feed) as input using 
a Fetch Feed module which is then filtered (using a Filter module) based on users’ 
input (sports). These results are converted from English to Greek using a Translate 
module inside a Loop module. The pipe titles are limited to the first seven results 
using the truncate module. In , the debugger window displays the runtime Figure 
output from the Fetch Feed module.

Yahoo! Pipes allowed the creation and rendering of the pipes on the client side 
while the executing and storing of the pipe was done on the Yahoo! Servers. The 
data between the client and server was transfer using JSON format. Yahoo! Pipes 
allowed end-users to share their pipe (code) as well as reuse other user’s pipes by 
cloning.

Stolee et al. [49] analyzed 32,000 mashups from Yahoo! Pipes repositories based 
on popularity, configurability, complexity, and diversity. Wang and Wang [ ] used 50
Yahoo! Pipes to build a mobile news aggregator application. We used Yahoo! Pipes 
for this study as it had the best debugging support at the time of the research.

. Information Foraging Theory and Yahoo! Pipes

Information Foraging Theory (IFT) was developed by Pirolli and Card [11] 
to understand how people search for information. IFT was inspired by optimal 
foraging theory, which is a biological theory explaining how predators hunt for 

Figure 1. 
Yahoo! Pipes.
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their prey in the wild. Optimal foraging theory predicts whether a prey (animal) 
will try to maximize the energy it gains or minimize the expense to obtain a fixed 
amount of energy [12]. Similarly, while foraging for information, users must realize 
their maximum return on information gain at minimum expenditure of their time. 
Therefore, users, when possible, will modify their strategies to maximize their rate 
of gaining valuable information [13].  elaborates the IFT terminologies along Table 
with examples from Yahoo! Pipes.

IFT has helped to improve the understanding of the users’ behaviors and inter-
actions on the web. In the very beginning, research was done for general Internet 
users, which led to the foundation of IFT [15, , 18 51]. Research has been done to 
observe and study foragers on the web [8, 15, 21, ]. IFT has been used to improve 51
the usability of web sites [52] as it has helped to explain and predict why people 
click a particular link, text, or button on a website [14]. In this research, we qualita-
tively analyze multiple end-user’s foraging behavior to find solutions for their bugs 
on the web.

IFT has also been used to understand software engineering and software devel-
opment [8, 19, ] along with its collaborative environments [ ]. Piorkowski et al. 20 17
have explored foraging behavior and the difference in foraging between desktop 
and mobile integrated development environment (IDE) [53]. Niu et al. used IFT to 
design navigation affordances in IDEs [ ]. Similarly, IFT has been used to find out 54
the optimal team size for open-source projects [ ]. IFT can help to understand the 55
foraging behavior of web-active end-user programmers when engaged in program-
ming activities such as comprehension, reusage of code, implementation, debug-
ging and testing. This research focuses on the debugging behavior of web-active 
end-user programmers.

Researchers have built computational models of user information foraging 
behavior when completing tasks [14, 56, ]. These models have also helped in pre-57
dicting the effects of social influences on IFT [ ]. The researchers have developed 58

IFT 
Terminologies

  Definitions Bug Finding (Examples) Bug Fixing (Examples)

  Prey Bugs; solutions Finding bug B2 (url does 

not lead to the right web 

site) in Fetch Feed module

Finding the correct url 

and putting it in the 

Fetch Feed module that 
contains B2

Information 

Patch

Localities in the code, 

documents, examples, 

web-pages and displays 
that may contain the prey 

[23]

Yahoo! Pipes Editor, 

help documents, help 

examples

Web pages

Information 

Feature

Words, links, error 

messages, or highlighted 
objects that suggest scent 

relative to prey

API Key Missing error 

message “Error fetching 
[url]. Response: Not 

found (404)” for bug B1

Finding the right API 

key from the website

  Cues Proximal links to patches “about this module” 

link to the example code 
related to specific module

“Key” link to the Flickr 

page to collect the API 
key

 Navigate Navigation by users 

through patches

To find bug B2 the user 

navigated through Yahoo! 

Pipes editor to external 
web site

To correct bug B2 

participant navigated to 

various web sites to find 
the required url

Table 1. 
IFT Terminologies from the Yahoo! Pipes Perspective [2].
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the WUFIS model for the web [6] and the PFIS model for programmers foraging 
in IDEs [19, ]. Ragavan et al. analyzed the novice programmers’ foraging in the 20
presence of program variants [22] and built a predictive model [59] inspired by the 
PFIS model [23, 60]. Our focus is to understand the end-user foraging behavior 
before creating such computational models.

.  Understanding debugging behavior using an information foraging 
theory perspective

To understand how end-user programmers forage mashup IDEs (Yahoo! Pipes) 
for finding bugs and the web for finding solutions for the bugs, we conducted a 
controlled lab study.

. Lab study using Yahoo! Pipes

Our study observed eight university students who had no background in com-
puter science but had experience with one web language. The students were from 
diverse fields such as engineering, finance, mathematics, and natural sciences. 
The participants completed the background questionnaire, a short tutorial on 
Yahoo! Pipes, and a pilot task to practice programming with Yahoo! Pipes. Once the 
participants felt comfortable with the Yahoo! Pipes environment, they completed 
two tasks using the think-aloud method.

The participants were given Yahoo! Pipes programs that were seeded with 
bugs. The first task (Yahoo! Pipes Error) was a pipe program that was seeded with 
bugs detected by Yahoo! Pipes and displayed a relevant error message. The second 
task (Silent Error) was seeded with bugs that were not detected by Yahoo! Pipes 
and therefore did not display an error message. Further, both tasks contained two 
classes: top level and nested. Top level contained bugs that were easy to comprehend 
while the nested class contained sub-pipes with bugs. These sub-pipes needed to 
be opened in a separate IDE to be found. The details of the tasks can be found in 
Table .

Participants’ verbalization and actions were transcribed and analyzed using IFT 
theory. When analyzing the transcripts, we found various cues and strategies used 
by our participants.

. Types of cues followed by end-user programmers

In finding the bugs and their fixes, participants followed cues. Based on the 
strength of the cues, they can be classified as clear, fuzzy, and elusive. Clear cues 

   Task Class Bugs Details

   Yahoo! Pipes Error API key missingTop Level B1

 B2 Website not found

  Nested B3 Website not found

   Silent Error Website contents changedTop Level B4

 B5 Parameter missing

  Nested B6 Parameter missing

Table 2. 
Details on seeded bugs in the tasks [2].
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helped the forager the most as they were easy to understand and provided a direct 
link to the bugs or their fixes. Hence, they were less costly as they helped partici-
pants to spend less time finding and fixing the bugs. Fuzzy cues did not have com-
plete information that could lead to a bug. Hence, these cues either lead or mislead 
to a valuable patch containing prey and were somewhat costly in terms of time 
spent. Elusive cues were very difficult to locate due to absence of direct links to the 
bugs. These cues were the costliest, as participants often wasted their time foraging 
for prey in useless patches.

. Debugging behavior of end-user programmers

Participants foraged Yahoo! Pipes IDE to find the bugs and the web to fix the 
bugs.  shows the number of bugs located and fixed by each participant. The Table 
results show that end user programmers struggled to debug their pipe programs. 
The key findings were:

.. Locating and fixing Yahoo! errors was easier than “silent errors”

The Yahoo! Errors B1 and B2 were easily located by the participants (refer 
Table ). Yahoo! errors supported clear cues as these bugs had detailed error 
messages from Yahoo! Pipes. As discussed before, the Yahoo! Pipes environment 

  Participants Yahoo! Pipes Silent Errors

     B B B BB B

           L F L F L F L F L F L F

            P1 1 1 — — — — — — 1 — — —

            P2 1 1 1 — — — — — — — — —

P3*            1 1 1 1 — — 1 1 1 1 — —

            P4 1 1 1 — — — 1 — 1 1 — —

            P5 1 1 1 — 1 — 1 — — — — —

            P6 1 1 1 — 1 1 1 — 1 — 1 —

            P7 1 1 1 — 1 1 1 — — — — —

            P8 1 — 1 — — — 1 — — — — —

            Total 8 7 7 1 2 1 6 1 4 2 1 0

*represents a participant with prior knowledge of Yahoo! Pipes.

Table 3. 
Bugs Finding and Fixed per Control Group Participant [2].

  Cues Description Example

Clear 

Cues

Cues that were 

clear and easy to 

understand

‘API Key Missing’ cue helped participants look for modules that it was 

associated with.

Fuzzy 

Cues

Cues that were 

difficult to 

understand

‘org.xml.sax.SAXParseException’ cue was hard for participants to 

understand as they didn’t know what it meant.

Elusive 
Cues

Cues that were 
difficult to find

This cue was shown when a fault was nested.
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provides little support for debugging i.e., just observing the output in the debugger 
window, hence silent errors B4 and B5 were harder for participants to locate and 
fix. Hence, end-users’ programming IDE should support clear cues i.e., displaying 
and visualizing of the error messages for the programmers.

.. Locating bugs was easier than fixing bugs

Locating bugs was easier, especially in the presence of clear cues as well as when 
participants foraged in the restricted single patch of Yahoo! IDE to locate bugs. But 
when participants had to fix the bugs, they spent a tremendous amount of time 
foraging through different web pages (multiple patches). Participants used an 
enrichment strategy of searching on the web to find the valuable patches. But the 
quality of their search results depended upon the relevance of keywords. Hence, 
explicitly stating or automating support of the diet constraints (keywords related to 
bugs) in the search engines can increase the relevance of the results.

.. Difficult to locate nested bugs, particularly “silent errors”

The nested bugs were the hardest to locate by the participants as they were 
elusive. In the case of bug B3, three participants were able to find them as they were 
clear cues with error messages that were returned in the pipe output. To detect the 
silent errors, participants had to systematically analyze each module of the pipe 
program and check the debugging window. As a result, only one participant was 
able to locate the B6 bug. Hence, the IDEs should strengthen the cues by making 
prey/bugs more visible to the programmers through clear cues.

. Strategies while finding Bugs

Participants foraged for finding the bugs using , and Hunting, Enrichment
Navigation strategies within Yahoo! Pipes IDE.

.. Hunting strategy

These strategies reflect how the participants hunted for their prey (bugs). The 
participants had salient goals and they chose cues based on their prominence. For 
example, they looked for cues in the output of the pipe program. Most participants 
pursued the first available cue in the output. This explains why most participants 
pursued bug B1 and B4 ( ). The participants were mostly unsuccessful in Table 
finding the majority of bugs as participants were persistent and pursued a single 
bug until they found a fault (depth-first search). The hunting strategies were 
prompted by the environment itself. Hence, designing environments that facilitate 
problem solving strategies (such as “sleep on the problem”) and make prey more 
visible can facilitate effective hunting strategies by end-user programmers.

.. Enrichment strategy

To make prey (bugs) more visible as well as to understand the patch, the partici-
pants used various enrichment strategies. They realigned/regrouped the modules 
so that the connections between them were more visible. For exploring the cues, 
they kept two patches side-by-side. For example, participants placed the editor and 
documentation side-by-side for better view of each window. This suggests that IDEs 
should allow multi-context views allowing end user programmers to view different 
dimensions of code and allow easy manipulation of the environment.
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.. Navigational strategy

The participants carved out regions based on the data flow structure of Yahoo! 
Pipes and foraged for cues down each path separately. Whenever they found a weak 
scent (perceived value), they backtracked and returned to the previous cue or 
patch. Participants often needed to backtrack for small changes, and this suggests 
supporting fine-grained backtracking that allows non-linear explorations of past 
programming history [8, ].41

. Strategies followed when fixing bugs

While fixing the bug, participants used Enrichment, Navigation and Verification 
strategies.

.. Enrichment strategy

Participants searched for all possible cues that led them to fixes for the bugs and 
aggregated them. Most participants used Google to find the solution for bug fixes. 
They temporarily collected information to reduce cognitive efforts. For example, 
participants copied original URLs into the notepad and then started making 
changes to the pipe programs. Hence, supporting to-do lists can help end-user 
programmers to complete their tasks systematically [61]. Participants also kept the 
documents (web document and IDE) open side-by-side like when they searched 
for bugs, necessitating support for multi-contextual views for code and relevant 
web pages.

.. Navigational strategy

The participants skimmed through patches for stronger scents. They used 
already visited patches as negative evidence in their foraging pursuits. For example, 
participants closed the web pages immediately when they realized they had already 
visited them. This prompted the participants to backtrack often to previous cues 
or patches as they were no longer foraging in the right directions. This suggests the 
need of tools that allow backtracking across multiple patches.

.. Verification strategy

After fixing the bugs, participants verified it by rerunning the pipe programs 
and comparing the output to the given solution (oracle). Verification is a very 
important step in software engineering and building automated techniques to sup-
port verification for end-user programmers can help them produce better quality 
software applications.

. Conclusions

Our analysis of the debugging behavior of eight end-user participants using 
information foraging theory suggests that clear cues were the most cost-effective 
method for finding bugs in mashup environments. Clear cues created stronger per-
ceived value and helped more in the debugging process allowing end-user program-
mers to locate bugs more easily when compared to fuzzy or elusive cues. Fuzzy and 
elusive cues resulted in a hindered debugging progress as end-users would end up in 
useless patches. In addition, the presence of sub-pipes added additional complexity 
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to the debugging process as participants were unsure where cues were coming from, 
even if they were clear. Our study also examined how the participants followed the 
cues to find solutions to the present bugs.

The participants used three main strategies to locate bugs: hunting, navigation, 
and enrichment. While hunting they used a depth-first strategy resulting in a 
persistent pursuit of a single bug. When navigating the participants would use the 
dataflow structure of the program to perceive the value of the bug’s location and 
would backtrack through relevant program histories to locate the bug. Finally, when 
using the enrichment strategy, participants would organize their environment by 
placing their IDE side by side with a web browser or by rearranging the code for 
easier foraging.

The presence of relevant error messages made these strategies for finding bugs 
more effective; however, when fixing the bugs by foraging the web different strate-
gies were needed in the absence of clear cues. The participants made use of enrich-
ment, navigation, and verification strategies for fixing bugs. They enriched their 
patches by finding relevant information through Google, storing URLs of useful 
websites, and by having these resources open side by side next to the editor. The 
participants navigated the web and used negative evidence to avoid already visited 
webpages or unhelpful resources. Then by running the program after implementing 
fixes, the participants would verify that their solutions fixed the bugs.

Our results suggest mashup programming environments need to facilitate clear 
clues and support hunting, enrichment, navigational, and verification strategies to 
facilitate the debugging process for end-user programmers.





Coding Theory - Recent Advances, New Perspectives and Applications

[1] Zang N, Rosson MB. What’s in a 
mashup? And why? Studying the 
perceptions of web-active end users. 
In:2008 IEEE Symposium on Visual 
Languages and Human-Centric 
Computing 2008 Sep 15  
(pp. 31-38). IEEE.

[2] Yahoo! Pipes. [cited 2015May]. 
Available from: http://pipes.yahoo.
com/pipes/

[3] IBM Mashup Maker. [cited 
2015May]. Available from: http://www.
ibm.com/software/info/mashup-center/

[4] WMaker. [cited 2021Apr8]. Available 
from: http://www.xfruits.com/

[5] Apatar - Open Source Data 
Integration & ETL - Apatar - Open 
Source Data Integration and ETL 
[Internet]. Apatar Mashup Data 
Integration. [cited 2021Apr8]. Available 
from: http://apatar.com/

[6] Deri Pipes. [cited 2015May]. 
Available from: http://pipes.deri.org/

[7] Jackbe. [cited 2021Apr8]. Available 
from: https://jackbe.com/

[8] Kuttal SK, Sarma A, Burnett M, 
Rothermel G, Koeppe I, Shepherd B. 
How end-user programmers debug 
visual web-based programs: An 
information foraging theory 
perspective. Journal of Computer 
Languages. 2019 Aug 1; 53y22-37.

[9] Grammel L, Storey MA. A survey of 
mashup development environments. In: 
The smart internet 2010 (pp. 137-151). 
Springer, Berlin, Heidelberg.

[10] Gould JD. Some psychological 
evidence on how people debug 
computer programs. International 
Journal of Man-Machine Studies. 1975 
Mar 1;7(2):151-82.

[11] Pirolli P, Card S. Information 
foraging in information access 
environments. In: Proceedings of the 
SIGCHI conference on Human factors in 
computing systems 1995 May 1 
(pp. 51-58)

[12] Kie JG. Optimal foraging and risk of 
predation: effects on behavior and social 
structure in ungulates. Journal of 
Mammalogy. 1999 Dec 6;80(4):1114-29.

[13] Pirolli P, Card S. Information 
foraging. Psychological review. 1999 
Oct;106(4):643.

[14] Chi EH, Pirolli P, Chen K, Pitkow J. 
Using information scent to model user 
information needs and actions and the 
Web. In: Proceedings of the SIGCHI 
conference on Human factors in 
computing systems 2001 Mar 1  
(pp. 490-497).

[15] Pirolli P., Fu WT. (2003) SNIF-ACT: 
A Model of Information Foraging on the 
World Wide Web. In: Brusilovsky P., 
Corbett A., de Rosis F. (eds) User 
Modeling 2003. UM 2003. Lecture Notes 
in Computer Science, vol 2702. Springer, 
Berlin, Heidelberg.

[16] Burnett MM. Information Foraging 
Theory in Software Maintenance. 
OREGON STATE UNIV CORVALLIS; 
2012 Sep 30.

[17] Kwan I, Fleming SD, Piorkowski D. 
Information Foraging Theory for 
Collaborative Software Development. 
Corvallis, OR. 2012.

[18] Spool JM, Perfetti C, Brittan D. 
Designing for the Scent of Information: 
The Essentials Every Designer Needs to 
Know About How Users Navigate 
Through Large Web Sites. User Interface 
Engineering; 2004.

[19] Lawrance J, Bogart C, Burnett M, 
Bellamy R, Rector K, Fleming SD. How 

References





How Do Web-Active End-User Programmers Forage?
DOI: http://dx.doi.org/10.5772/ TexLi.97765I

programmers debug, revisited: An 
information foraging theory 
perspective. IEEE Transactions on 
Software Engineering. 2010 Dec 
23;39(2):197-215.

[20] Lawrance J, Bellamy R, Burnett M. 
Scents in programs: Does information 
foraging theory apply to program 
maintenance?. In: IEEE Symposium on 
Visual Languages and Human-Centric 
Computing (VL/HCC 2007) 2007 Sep 
23 (pp. 15-22). IEEE.

[21] Jin X, Niu N, Wagner M. Facilitating 
end-user developers by estimating time 
cost of foraging a webpage. In2017 IEEE 
Symposium on Visual Languages and 
Human-Centric Computing (VL/HCC) 
2017 Oct 11 (pp. 31-35). IEEE

[22] Srinivasa Ragavan S, Kuttal SK, 
Hill C, Sarma A, Piorkowski D, 
Burnett M. Foraging among an 
overabundance of similar variants. In: 
Proceedings of the 2016 CHI Conference 
on Human Factors in Computing 
Systems 2016 May 7 (pp. 3509-3521).

[23] Lawrance J, Bellamy R, Burnett M, 
Rector K. Using information scent to 
model the dynamic foraging behavior of 
programmers in maintenance tasks. In: 
Proceedings of the SIGCHI Conference 
on Human Factors in Computing 
Systems 2008 Apr 6 (pp. 1323-1332).

[24] Ennals R, Gay D. User-friendly 
functional programming for web 
mashups. In: Proceedings of the 12th 
ACM SIGPLAN international 
conference on Functional programming 
2007 Oct 1 (pp. 223-234).

[25] Elson J, Howell J, Douceur JR. 
MapCruncher: integrating the world’s 
geographic information. ACM SIGOPS 
Operating Systems Review. 2007 Apr 
1;41(2):50-9.

[26] Wong J, Hong J. Marmite: end-user 
programming for the web. InCHI’06 
extended abstracts on Human factors in 

computing systems 2006 Apr 21  
(pp. 1541-1546).

[27] Automator User Guide for Mac 
[Internet]. Apple Support. [cited 
2021Apr8]. Available from: https://
support.apple.com/guide/automator/
welcome/mac

[28] Faaborg A, Lieberman H. A goal-
oriented web browser. In: Proceedings 
of the SIGCHI conference on Human 
Factors in computing systems 2006 Apr 
22 (pp. 751-760).

[29] LaToza TD, Myers BA. Developers 
ask reachability questions. In: 
Proceedings of the 32nd ACM/IEEE 
International Conference on Software 
Engineering-Volume 1 2010 May 1  
(pp. 185-194).

[30] Fitzgerald S, McCauley R, Hanks B, 
Murphy L, Simon B, Zander C. 
Debugging from the student 
perspective. IEEE Transactions on 
Education. 2009 Sep 15;53(3):390-6.

[31] Ko AJ, Myers BA. Finding causes of 
program output with the Java Whyline. 
In: Proceedings of the SIGCHI 
Conference on Human Factors in 
Computing Systems 2009 Apr 4  
(pp. 1569-1578).

[32] Ko AJ, Myers BA. Designing the 
whyline: a debugging interface for 
asking questions about program 
behavior. In: Proceedings of the SIGCHI 
conference on Human factors in 
computing systems 2004 Apr 25  
(pp. 151-158).

[33] Cao J, Rector K, Park TH, 
Fleming SD, Burnett M, Wiedenbeck S. 
A debugging perspective on end-user 
mashup programming. In2010 IEEE 
Symposium on Visual Languages and 
Human-Centric Computing 2010 Sep 21 
(pp. 149-156). IEEE.

[34] Brandt J, Guo PJ, Lewenstein J, 
Dontcheva M, Klemmer SR. Two studies 



Coding Theory - Recent Advances, New Perspectives and Applications



of opportunistic programming: 
interleaving web foraging, learning, and 
writing code. In: Proceedings of the 
SIGCHI Conference on Human Factors 
in Computing Systems 2009 Apr 4  
(pp. 1589-1598).

[35] Ko AJ, Myers BA, Coblenz MJ, 
Aung HH. An exploratory study of how 
developers seek, relate, and collect 
relevant information during software 
maintenance tasks. IEEE Transactions 
on software engineering. 2006 Nov 
30;32(12):971-87.

[36] Vessey I. Expertise in debugging 
computer programs: A process analysis. 
International Journal of Man-Machine 
Studies. 1985 Nov 1;23(5):459-94.

[37] Naveed MS, Sarim M. Analyzing the 
Effects of Error Messages Presentation 
on Debugging and Programming. 
Sukkur IBA Journal of Computing and 
Mathematical Sciences. 2021 Jan 
5;4(2):38-48.

[38] Brandt J, Guo PJ, Lewenstein J, 
Dontcheva M, Klemmer SR. Two studies 
of opportunistic programming: 
interleaving web foraging, learning, and 
writing code. In: Proceedings of the 
SIGCHI Conference on Human Factors 
in Computing Systems 2009 Apr 4  
(pp. 1589-1598).

[39] Ruthruff JR, Burnett M. Six 
challenges in supporting end-user 
debugging. ACM SIGSOFT Software 
Engineering Notes. 2005 May 
21;30(4):1-6.

[40] Phalgune A, Kissinger C, 
Burnett M, Cook C, Beckwith L, 
Ruthruff JR. Garbage in, garbage out? 
An empirical look at oracle mistakes by 
end-user programmers. In: 2005 IEEE 
Symposium on Visual Languages and 
Human-Centric Computing (VL/
HCC’05) 2005 Sep 20 (pp. 45-52). IEEE.

[41] Kuttal SK, Sarma A, Rothermel G. 
On the benefits of providing versioning 

support for end users: an empirical 
study. ACM Transactions on Computer-
Human Interaction (TOCHI). 2014 Feb 
1;21(2):1-43.

[42] Servant F. Supporting bug 
investigation using history analysis. In: 
2013 28th IEEE/ACM International 
Conference on Automated Software 
Engineering (ASE) 2013 Nov 11  
(pp. 754-757). IEEE.

[43] Myers B, Ko A. Studying 
development and debugging to help 
create a better programming 
environment. In: CHI 2003 Workshop 
on Perspectives in End User 
Development 2003 Apr (pp. 65-68). 
FL:Fort Lauderdale.

[44] Jones MC, Churchill EF. 
Conversations in developer 
communities: a preliminary analysis of 
the yahoo! pipes community. In: 
Proceedings of the fourth international 
conference on Communities and 
technologies 2009 Jun 25 (pp. 195-204).

[45] Huang AF, Huang SB, Lee EY, 
Yang SJ. Improving end-user 
programming with situational mashups 
in web 2.0 environment. In2008 IEEE 
International Symposium on Service-
Oriented System Engineering 2008 Dec 
18 (pp. 62-67). IEEE.

[46] Cappiello C, Matera M, Picozzi M. 
A UI-centric approach for the end-user 
development of multidevice mashups. 
ACM Transactions on the Web (TWEB). 
2015 Jun 16;9(3):1-40.

[47] Leonard TA. Tree-sheets and 
structured documents (Doctoral 
dissertation, University of 
Southampton).

[48] Stolee KT, Elbaum S. Refactoring 
pipe-like mashups for end-user 
programmers. In: Proceedings of the 
33rd International Conference on 
Software Engineering 2011 May 21 
(pp. 81-90).





How Do Web-Active End-User Programmers Forage?
DOI: http://dx.doi.org/10.5772/ TexLi.97765I

[49] Stolee KT, Elbaum S, Sarma A. 
Discovering how end-user programmers 
and their communities use public 
repositories: A study on Yahoo! Pipes. 
Information and Software Technology. 
2013 Jul 1;55(7):1289-303.

[50] Wang HB, Wang ZH. Building 
Mobile News Aggregation Application 
with Yahoo Pipes. In: Advanced 
Materials Research 2013 (Vol. 756,  
pp. 1943-1947). Trans Tech 
Publications Ltd.

[51] Card SK, Pirolli P, Van Der Wege M, 
Morrison JB, Reeder RW, Schraedley PK, 
Boshart J. Information scent as a driver 
of web behavior graphs: Results of a 
protocol analysis method for web 
usability. In: Proceedings of the SIGCHI 
conference on Human factors in 
computing systems 2001 Mar 1  
(pp. 498-505).

[52] Chi EH, Rosien A, Supattanasiri G, 
Williams A, Royer C, Chow C, Robles E, 
Dalal B, Chen J, Cousins S. The 
bloodhound project: automating 
discovery of web usability issues using 
the InfoScentπ simulator. In: 
Proceedings of the SIGCHI conference 
on Human factors in computing systems 
2003 Apr 5 (pp. 505-512).

[53] Piorkowski D, Penney S, Henley AZ, 
Pistoia M, Burnett M, Tripp O, 
Ferrara P. Foraging goes mobile: 
Foraging while debugging on mobile 
devices. In2017 IEEE Symposium on 
Visual Languages and Human-Centric 
Computing (VL/HCC) 2017 Oct 11  
(pp. 9-17). IEEE.

[54] Niu N, Mahmoud A, Bradshaw G. 
Information foraging as a foundation for 
code navigation (NIER track). In: 
Proceedings of the 33rd International 
Conference on Software Engineering 
2011 May 21 (pp. 816-819).

[55] Bhowmik T, Niu N, Wang W, 
Cheng JR, Li L, Cao X. Optimal group 
size for software change tasks: A social 

information foraging perspective. IEEE 
transactions on cybernetics. 2015 Apr 
22;46(8):1784-95.

[56] Fu WT, Pirolli P. SNIF-ACT: A 
cognitive model of user navigation on 
the World Wide Web. Human–
Computer Interaction. 2007 Nov 
1;22(4):355-412.

[57] Chi EH, Pirolli P, Pitkow J. The scent 
of a site: A system for analyzing and 
predicting information scent, usage, 
and usability of a web site. In: 
Proceedings of the SIGCHI conference 
on Human factors in computing systems 
2000 Apr 1 (pp. 161-168).

[58] Pirolli P. Information foraging 
theory: Adaptive interaction with 
information. Oxford University Press; 
2007 Apr 12.

[59] Ragavan SS, Pandya B, 
Piorkowski D, Hill C, Kuttal SK, 
Sarma A, Burnett M. PFIS-V: modeling 
foraging behavior in the presence of 
variants. In: Proceedings of the 2017 
CHI Conference on Human Factors in 
Computing Systems 2017 May 2  
(pp. 6232-6244).

[60] Lawrance J, Burnett M, Bellamy R, 
Bogart C, Swart C. Reactive information 
foraging for evolving goals. In: 
Proceedings of the SIGCHI Conference 
on Human Factors in Computing 
Systems 2010 Apr 10 (pp. 25-34).

[61] Grigoreanu VI, Burnett MM, 
Robertson GG. A strategy-centric 
approach to the design of end-user 
debugging tools. In: Proceedings of the 
SIGCHI Conference on Human Factors 
in Computing Systems 2010 Apr 10  
(pp. 713-722).



Chapter 5

A   Public   Key   Cryptosystem  Using
Cyclotomic  Matrices
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Abstract

Confidentiality   and   Integrity   are   two   paramount   objectives   in   the   evaluation  of 
information   and   communication   technology.   In   this   Chapter  , we   propose   an  arith-

metic   approach   for   designing   asymmetric   key   cryptography.   Our   method   is  based 
on   the   formulation   of   cyclotomic   matrices   correspond   to   a   diophantine   system.  The 

strategy   uses   in   cyclotomic   matrices   to   design   a   one-way   function.   The   result   of  a 
one-way   function   that   is   efficient   to   compute,   however,   is   hard   to   process  its 

inverse   except   if   privileged   information   about   the   hidden   entry   is   known.   Also,  we 
demonstrate   that   encryption   and   decryption   can   be   efficiently   performed   with  the 

asymptotic   complexity   of   O  ð e2 :373 Þ.   Finally,   we   study   the   computational  complexity 
of   the  cryptosystem.

Keywords:   finite   fields,   discrete   logarithm   problem,   cyclotomic  numbers, 
cyclotomic   matrix,   public   key,   secret  key

1. Introduction

Apart   from   a   rich   history   of   Message   encryption,   the   cryptosystem   became  more 
popular   in   the   twentieth   century   upon   the   evolution   of   information  technology. 

Until   the   last   part   of   the   1970s,   all   cryptographic   message   was   sent   by   the  symmet-
ric   key.   This   implies   somebody   who   has   sufficient   data   to   encode   messages  likewise 

has   enough   data   to   decode   messages.   Consequently,   the   clients   of   the  framework 
must   have   to   impart   the   secret   key   furtively.   As   a   result   of   an   issue   stealthily  key 

sharing,   Diffie   and   Hellman   [1]   developed   a   totally   new   sort   of   cryptosystem  called 
public   key  cryptosystem.

In   a   Public   key   cryptosystem,   both   parties   (in   a   two-party   system)   have   a   pair  of 
public   enciphering   and   secret   deciphering   keys   [2,   3].   Any   party   can   send  encrypted 

messages   to   an   assigned   party   using   a   public   enciphering   key.   However,   only  the 
assigned   party   can   decrypt   the   message   utilizing   their   corresponding  secret 
deciphering   key   [4].   After   that   various   public   key   cryptosystems   were  introduced 

based   on   tricky   mathematical   problems.   Among   these,   RSA   is   the   longest  reasonable 
use   of   cryptography.   Since   its   design,   in   spite   of   all   effort,   it   has   not   been  broken 

yet.   The   security   of   the   RSA   is   acknowledged   to   be   established   on   the   issue   of  the 
factorization   of   an   enormous   composite   number.   Be   that   as   it   may,   there   are  some 

practical   issues   in   RSA   execution.   The   fundamental   issue   is   the   key  arrangement 
time   that   is   absurdly   long   for   computationally   restricted   processors   used   in  certain 

applications.   Another   issue   is   the   size   of   the   key.   It   was   demonstrated   that   the  time
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            required to factor an n-bit integer by technique is ofindex calculus factorization

 order 2n 1 2= þδ

               , 0 [5]. In 1990δ > ’s, J. Pollard [6] demonstrated that it was possible in

   time bounded by 2n 1 3= þδ

            , 0. The reduction of the exponent of has significantδ > n
               outcomes over the long run. It should likewise be expanded each year as a result of

          upgrades in the factorization calculations and computational power. Until 2015, it
              was prescribed the base size of the RSA key should be 1024 bits and subsequently

              increases to 4096 & 8192 bits by 2015 & 2025 respectively [7]. While trying to
           remedy these issues, Discrete logarithm problem (DLP) has been utilized (to reduce

       key setup time and size of the key).
          Discrete logarithm problem (DLP) is a mathematical problem that occurs in

             many settings and it is hard to compute exponent in a known multiplicative group
         [8]. Diffie-Hellman [1], ElGamal [9], Digital Signature Algorithm [10], Elliptic

           curve cryptosystems [11, 12] are the schemes evolved under the Discrete logarithm
           algorithm. The security of Diffie-Hellman relied upon the complexity of solving the

          discrete logarithm problem. However, the scheme has some disadvantages. It has
          not been demonstrated that breaking the Diffie-Hellman key exchange has relied

             upon DLP and also the scheme is vulnerable to a man-in-the-middle attack. For the
          security aspect, cryptosystem [9] was proposed, to introduce a digital signature

          algorithm (DSA) that’s primarily based on Diffie-Hellman DLP and key distribution
             scheme. It was demonstrated that DSA is around multiple times littler than the RSA

            signature and later DSA has been supplanted by the elliptic curves digital signature
        algorithm (ECDSA). Nonetheless, it has some practical implementation problems

               [13 15]. The length of the smallest signature is of 320 bits, which is still being too–

           long for computationally restricted processors. Another issue emerged is as a corre-
             lation with RSA in a field with prime characteristics, which is forty times slower

  than RSA [16].
          T h e r e a r  e s o m e o t h e r d e s i g n s f o r p u b l i  c - k e y c r y p t o s y s t e m s b a s e d o n s o m e

         e x t e n s i v e f e a t u r e s o f m a t r i c e s . H o w e v e r , t h e r e w e r e s o m e p r a c t i c a l i m p l e m e n t a -
           t i o n p r o b l e m s . T h u s i t h a d n e v e r a c h i e v e d w i d e p o p u l a r i t y i n t h e c r y p t o g r a p h i c

            c o m m u n i t y . M c E l i c e [ 1 7 ] c o m e u p w i t h a p u b l i c k e y c r y p t o s y s t e m r o o t e d o n t h e
             G o p p a c o d e s H a m m i n g m e t r i c . T h e s c h e m e h a s t h e a d v a n t a g e t h a t i t h a s t w o t o

            t h r e e o r d e r s o f m a g n i t u d e f a s t e r t h a n R S A . D e s p i t e i t s a d v a n t a g e , i t h a s s o m e

            d r a w b a c k s . I t w a s d e m o n s t r a t  e d t h a t t h e l e n g t h o f t h e p u b l i c k e y i s 21 9   b i t s a n d t h e
              d a t a e x p a  n s i o n i s t o o l a r g e . S o m e o  t h e r e x t e n s i o n s o f t h e s c h e m e c a n a l s o b e f o u n d

            i n [ 1  8 – 2 0 ] . U n f o r t  u n a t e l y , t h e s c h e m e & i t s v a r i a n t s h a s b e e n b r o k e n i n [ 2 1 –2 3 ] .
              L a t e r , G a b i d u l i n [ 2 4 ] c o m e u p w  i t h t h e r a n k m e t r i c & t h e G a b i d u l i n c o d e s o v e r a

        fin ite fie ld wi th q e l e m e n t s , w h e r e q p¼ r  i . e . F q , a s a n a l t e r n a t i v e f o r t h e H a m -

             m i n g m e t r i c . T h e e f f i c i e n c y o f t h e s c h e m e r e l i e d o n s a m e s e t o f p a r a  m e t e r s a n d
             t h e c o m p l  e x i t y o f t h e d e c o d i n g a l g o r i t h m f o r r a n d o m c o d e s i n r a n k m e t r i c i s t o n s

          h i g h e r t h a n t h e H a m m i n g m e t r i c [ 1 7 , 2 5 –2 7 ] . N u m e r o u s f r u i t f u l a t t a c k s w e r e
            u t i l i z e d o n t h e s t r u c t u r e o f t h e p u b l i c c o d e [ 2 8 –3 0 ] . T o p r e v e n t t h e s e a t t a c k s ,

        n u m e r o u s a l t e r a t i  o n s o f t h e c r y p t o s y s t e m s w e r e m a d e , c o n s e q u e n t l y d r a s t i c a l l y
             i n c r e a s e s t h e s i z e o f t h e k e y [ 3 1 – 3 3 ] . L a u a n d T a n [ 3 4 ] p  r o p o s e d n e w e n c r y p t i o n

            w i t h a p u b l i c k e y m a t r i x b y c o n s i d e r i n g t h e a d d i t i o n o f a r a n d o m d i s t o r t  i o n
  m a t r i x o v e r Fq            o f f u l l c o l u m n r a n k n. T h e r e a r e a l s o m a n y o t h e r d e s i g n o n

              m a t r i c e s , w h i c h a r e n o t c i t e d h e r e , b u t n o n e o f t h e m g  a i n w i d e p o p u l a r i t y i n t h e
          c r y p t o g r a p h i c c o m m u n i t y d u e t o l a c k o f e f f i c i e n t i m p l e m e n t a t i o n p r o b l e  m s i n o n e

  a n d a n o t h e  r w a y .
           Thinking about these inadequacies, it would be desirable to have a cryptosystem

             dependent on other than the presumptions as of now being used. Thus, we propose
          a cyclotomy asymmetric cryptosystem (CAC) based on strong assumptions of DLP

           that have to reduce the key size and faster the computational process.
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    1.1 Outline of our scheme

            In this chapter, we consider two significant problems in the theory of cyclotomic
  numbers over F p            . The first one deals with an efficient algorithm for fast computa-

        tion of all the cyclotomic numbers of order 2l 2       , where is prime. The subsequentl
           one deals with designing public key cryptosystem based on cyclotomic matrices of

 order 2l 2         . The strategy employs for designing public-key cryptosystem utilizing

    cyclotomic matrices of order 2l2         , whose entries are cyclotomic numbers of order 2l 2 ,
            l a bbe prime, where cyclotomic numbers are certain pairs of solutions ,ð Þ2l 2  of order

2l2     over a finite field Fp   with elements.p

         In our approach, to designing cyclotomy asymmetric cryptosystem (CAC) based
            on trapdoor one-way function (OWF). The public key is obtained by choosing a

    non-trivial generator γ ∈ F ∗
p          . The chosen value of the generator constructs a cyclo-

    tomic matrix of order 2l 2          . It is believed that cyclotomic matrices of order 2l 2 is
               always non-singular if the value of 1. Since there are efficient algorithms for thek >

           construction of cyclotomic matrices. Consequently, the key setup time in our pro-
        posed cryptosystem is much shorter than previously designed cryptosystems.

             In the scheme, the secret key is given by choosing a different non-trivial gener-
            ator, which is accomplished by discrete logarithm problem (DLP) over a finite field

F ∗
p              . A key-expansion algorithm is employed to expand the secret keys, which form a

    non-singular matrix of order 2l2            . Here it is important to note that, if one can change
   the generators of F ∗

p         , then entries of cyclotomic matrices get interchanged among

           themselves, however, the nature of the cyclotomic matrices remain as same. The
         decryption algorithm involves efficient algebraic operations of matrices. Hence the
              decryption in our proposed CAC is very efficient. In view of the perspective on the

        efficient encryption and decryption features, the polynomial time algorithm
          ensures that the proposed CAC makes it attractive in computationally restricted

processors.
            The chapter is organized as follows: Section 2 presents the definition and nota-

          tions, including some well-known properties of cyclotomic numbers of order 2l2 .

          Section 3 presents the construction of cyclotomic matrices of order 2l 2   . Section 4
          contains encryption and decryption algorithms of CAC along with a numerical

          example. In addition, the computational complexity of the proposed CAC is
            discussed and in Section 5 presents the encryption & decryption can be efficiently

      perform with asymptotic complexity of O e2 373:      ð Þ . Finally, a brief conclusion is
   reflected in Section 6.

  2. Cyclotomic numbers

            Cyclotomic numbers are one of the most vital objects in Number Theory. These
          numbers had been substantially utilized in Cryptography, Coding Theory and other

          branches of Information Theory. Thus, calculation of cyclotomic numbers, so called
             to as cyclotomic number problems, of various orders is one of the primary problems

            in Number Theory. Complete answers for cyclotomic number problem for e = 2  6,

             7 , 8, 9, 10, 11, 12, 14, 15, 16, 18, 20, 22, l, 2 l l, 2 , 2 l2       with an odd prime had beenl
            investigated by many authors see ([35 40] and the references there in). The section–

           contains the generalized definition of cyclotomic numbers of order , useful nota-e

         tions followed by properties of cyclotomic numbers of order 2l2   . These properties

           play a vital role in determining which cyclotomic numbers of order 2l 2  are sufficient
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     for the determination of all 4l4     cyclotomic numbers of order 2l2    . The section also

      examines the cyclotomic matrices of order 2l 2 .

   2.1 Definition and notations

                     Let 2 be an integer, and 1 mode ≥ p  eð Þ an odd prime. One writes 1 forp ek¼ þ
     some positive integer . Letk Fp            be the finite field of elements and let be ap γ

     generator of the cyclic group F ∗
p               . For 0 , 1, the cyclotomic number ,≤ a b e≤  a bð Þe

             of order is defined as the number of solutions ,e s tð Þ of the following:

γ es aþ  þ γ et bþ             þ 1 0 mod pð Þ ; 0 ≤ ≤s t, k  1 (1):

       2.2 Properties of cyclotomic numbers of order 2l2

          In this subsection, we recalled some elementary properties of cyclotomic num-

   bers of order 2l 2      [38]. Let 1 mod2p  l2 
         be a prime for an odd prime and wel

   write 2p ¼ l2              k k a bþ 1 for some positive integer . It is clear that ,ð Þ2l 2  ¼ a0  , b0
 

2l 2

   whenever a a 0 mod2l 2
 

   and b b
0 mod2l2
 

    as well as ,a bð Þ2l 2 ¼

2l2      a b, a
 

2l2     . These imply the following:

 a b,ð Þ2l2 ¼
 b a,ð Þ 2l2    if is even,k

  b lþ 2    , a lþ 2
 

2l2    if is oddk :

8
<

: (2)

      Applying these facts, one can check that

X2l 2 1

a¼0

X2l 2 1

b¼0

 a b,ð Þ 2l 2     ¼ q 2 (3)

and

X2l2 1

b¼0

 a b,ð Þ 2l2    ¼ k na  , (4)

 where na   is given by

n a ¼
         1 if a k a l¼ 0, 2∣ or if ¼ 2 , 2  ∣ k,

 0 otherwise:

(

  3. Cyclotomic matrices

          This section presents the procedure to determine cyclotomic matrices of order

2l2            for prime . We determine the equality relation of cyclotomic numbers andl
            discuss how few of the cyclotomic numbers are enough for the construction of

             whole cyclotomic matrix. Further generators for a chosen value of will be deter-p
             mined followed by the generation of a cyclotomic matrix. At every step, we have

          included a numerical example for the convenience to understand the procedure
easily.
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     Definition:- Cyclotomic matrix of order 2l2          , be a prime, is a square matrix ofl

 order 2l 2         , whose entries are pair of solutions ,a bð Þ 2l2     ; 0 ≤ ≤a b, 2l2     1, of the
 Eq. (1).

            For instance depicts a typical cyclotomic matrix of order 8 (assumingTable 1
            l ¼ 2). Whose construction steps have been given in the next subsection.

    3.1 Construction of cyclotomic matrix

          Typically construction of a cyclotomic matrix has been subdivided into four
            subsequent steps. Below are those ordered steps for the construction of a cyclotomic

matrix;

             1. For given , choose a prime such that satisfies 2l p p p ¼ l2      k kþ 1, ∈ Z þ  . The
            initial entries of the cyclotomic matrix are the arrangement of pair of numbers

 a b,ð Þ 2l2          where and usually vary from 0 to 2a b l 2
  1.

        2. Determine the equality relation of pair of ,a bð Þ2l 2    , which reduces the
      complexity of pair of solution ,a bð Þ2l 2         of Eq. (1), that is discuss in next sub-

section.

         3. Determine the generators of chosen (i.e. generators ofp F ∗
p   ). Let γ1  , γ2  , γ3   , ,…

γn    be generators of F ∗
p .

    4. Choose a generator (say γ 1) o f F ∗
p         and put in Eq. (1). This will give cyclotomic

   matrix of order 2l 2    w.r.t. chosen generator γ1 .

           The first step initializes the entries of cyclotomic matrix of order 2l 2    . Value of p
               will be determined for given . Assuming 2, an example of such initialization ofl l ¼

         matrix of order 8 has been shown in .Table 1
            For the construction of cyclotomic matrix, it does not require to determine all

              the cyclotomic numbers of a cyclotomic matrix which is shown in [36]. ByTable 1

       well-known properties of cyclotomic numbers of order 2l2    , cyclotomic numbers are
             divided into various classes, therefore there are a pair of the relation between the

             entries of initial table ( ) of a cyclotomic matrix. Thus to avoid calculatingTable 1
           the same solutions in multiple times, we determine the equality relation of

 (a,b) b

a 0 1 2 3 4 5 6 7

        0 (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) (0,7)

        1 (1,0) (1,1) (1,2) (1,3) (1,4) (1,5) (1,6) (1,7)

        2 (2,0) (2,1) (2,2) (2,3) (2,4) (2,5) (2,6) (2,7)

        3 (3,0) (3,1) (3,2) (3,3) (3,4) (3,5) (3,6) (3,7)

        4 (4,0) (4,1) (4,2) (4,3) (4,4) (4,5) (4,6) (4,7)

        5 (5,0) (5,1) (5,2) (5,3) (5,4) (5,5) (5,6) (5,7)

        6 (6,0) (6,1) (6,2) (6,3) (6,4) (6,5) (6,6) (6,7)

        7 (7,0) (7,1) (7,2) (7,3) (7,4) (7,5) (7,6) (7,7)

 Table 1.
    Cyclotomic matrix of order 8.
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        cyclotomic numbers (i.e. equality of solutions of ,a bð Þ2l 2     ). In the next subsection,

            we will discuss which cyclotomic numbers are enough for the construction of the
            cyclotomic matrix. Thus it helps us to the faster computation of cyclotomic matrix.

       3.2 Determination of equality relation of cyclotomic numbers

          This subsection presents the procedure to determine the equality relation of
         cyclotomic numbers (i.e. the relation of pair of ,a bð Þ2l2     ), which reduces the com-

       plexity of solutions of pair of ,a bð Þ2l2       (see also [36]). For the determination of

         cyclotomic matrices, it is not necessary to obtain all 4l4   cyclotomic numbers of

 order 2l2           . The minimum number of cyclotomic numbers required to determine all
         the cyclotomic numbers (i.e. required for construction of cyclotomic matrix)

             depends on the value of positive integer on expressing prime 2k p ¼ l 2     k þ 1. By (2),
    if is even, thenk

 a b,ð Þ 2l2   ¼ b a,ð Þ 2l2     ¼  a b, bð Þ 2l2     ¼  b a, að Þ 2l 2    ¼ a b a, ð Þ 2l 2    ¼ b a b, ð Þ 2l2

(5)

otherwise

 a b,ð Þ2l 2    ¼ þb l 2    , a lþ 2
 

2l 2  ¼ l2     þ  a b, b
 

2l2  ¼ l 2     þ b a l, 2   a
 

2l2

   ¼ a b a, ð Þ 2l 2  ¼ l 2      b a, b
 

2l2  : (6)

        Thus by (5) and (6), cyclotomic numbers ,a bð Þ 2l2   of order 2l2    can be divided into

 various classes.

                 • 2 and 3: In this case, (5) gives classes of singleton, three and six elements.∣k l 6¼
 0, 0ð Þ 2l2    form singleton class, a, 0ð Þ2l 2   , ,a að Þ2l 2, 0, að Þ 2l 2    form classes of three

      elements where 1 2≤ ≤a l2    1 mod2l 2
 

  and rest 4l 4     3 2l 2    þ 2 of the

      cyclotomic numbers form classes of six elements.

              • 2 and 3: In this case, (5) divide cyclotomic numbers ,∣k l ¼ a bð Þ 18   of order 18
          into classes of singleton, second, three and six elements. 0, 0ð Þ18  form singleton

 class, a, 0ð Þ18   , ,a að Þ18 , 0, að Þ18      form classes of three elements, where
     1 17 mod18≤ ≤a ð Þ , 6, 1 2ð Þ18   ¼ 12, 6ð Þ18       which is grouped into classes of two

   elements and rest 4l 4
    3 2l2        of the cyclotomic numbers form classes of six

elements.

 • 2                  ∣k land 6¼ 3: Using (6), once again we get classes of singleton, three and six

  elements. 0, l 2
 

2l2     forms singleton class, 0, að Þ 2l 2    , a lþ 2  , l 2
 

2l 2  , l2    a, a
 

2l2

          form classes of three elements, where 0 ≤ a l6¼ 2
 ≤ 2l 2    1 mod2l 2

 

  and rest 4l 4     3 2l2          þ 2 of the cyclotomic numbers form classes of six
elements.

 • 2               ∣k l a band ¼ 3: In this situation, (6) partitions cyclotomic numbers ,ð Þ 18 of
             order 18 into classes of singleton, two, three and six elements. Here 0, 9ð Þ 18

    form singleton class, 0, að Þ 18     , 9, 9a þð Þ18   , 9  a, að Þ18    form classes of three
         elements, where 0 9 17 mod18≤ a 6¼ ≤ ð Þ , 6 , 3ð Þ18   ¼ 12, 15ð Þ18   which is grouped

       into classes of two elements and rest 4l 4     3 2l2    of the cyclotomic numbers
    form classes of six elements.
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      Algorithm 1 Equality relation of cyclotomic numbers.

 1: START
        2: Declare integer variable , , , , .e l p k flag

         3: INPUT , an odd prime and 2l e ¼ l 2

                 4: Declare an array of size , where each element of array is 2 tuple structuree e
     (i.e. ordered pair of ,a bð Þ 2l2       , where and are integers).a b

       5: INPUT , prime number greater than 2p
       6: 1if p ð Þ% 0e ¼¼ then

     7: 1k p¼ ð Þ=e
    8: evenif k then
   9: Update table (E)

 10: else
   11: Update table (O)

  12: end if
  13: end if

        Here means each entry ,Update table (E) a bð Þ2l 2       of the table will be updated by
    applying the relations ,a bð Þ2l 2   ¼ b a,ð Þ 2l 2     ¼  a b, bð Þ 2l 2     ¼  b a, að Þ2l 2 ¼

    a b, að Þ2l 2    ¼ b a b, ð Þ2l2          , and means each entry ,Update table (O) a bð Þ 2l 2 of

          the table will be updated by applying the relations ,a bð Þ2l 2    ¼ þb l2    , a lþ 2
 

2l 2 ¼

l2     þ  a b, b
 

2l2  ¼ l2     þ b a l, 2   a2l2

 
   ¼ a b a, ð Þ2l2  ¼ l 2      b a, b

 
2l2 .

            Further, if entries of the updated table are non-negative, then each entry should

   be replace by mod2l2
 

   , otherwise add 2l 2       . It is clear from above exploration,

    cyclotomic numbers of order 2l 2        are divided into different classes depending on the
                values of and . For 2 and let be even, then 0, 0k l l ¼ k ð Þ8   give unique solution,

     cyclotomic numbers of the form a, 0ð Þ 8   , ,a að Þ8 , 0, að Þ 8       where 1 7 mod8≤ ≤a ð Þ
            gives the same solutions and rest of cyclotomic numbers (i.e. 42) which forms

            classes of six elements has maximum 7 distinct numbers of solutions. Therefore the
             initial table (i.e. ) of cyclotomic matrix reduces to . Similarly, forTable 1 Table 2

          l k¼ 2 and let be odd, then 0, 4ð Þ8       give unique solution, cyclotomic numbers of the
  form 0, að Þ8     , 4, 4a þð Þ8   , 4  a, að Þ8           where 0 4 7 mod8≤ a 6¼ ≤ ð Þ gives the same

            solutions and rest of cyclotomic numbers (i.e. 42) which forms classes of six
           elements has maximum 7 distinct numbers of solutions. Therefore the initial table

 (a,b) b

a 0 1 2 3 4 5 6 7

        0 (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) (0,7)

        1 (0,1) (0,7) (1,2) (1,3) (1,4) (1,5) (1,6) (1,2)

        2 (0,2) (1,2) (0,6) (1,6) (2,4) (2,5) (2,4) (1,3)

        3 (0,3) (1,3) (1,6) (0,5) (1,5) (2,5) (2,5) (1,4)

        4 (0,4) (1,4) (2,4) (1,5) (0,4) (1,4) (2,4) (1,5)

        5 (0,5) (1,5) (2,5) (2,5) (1,4) (0,3) (1,3) (1,6)

        6 (0,6) (1,6) (2,4) (2,5) (2,4) (1,3) (0,2) (1,2)

        7 (0,7) (1,2) (1,3) (1,4) (1,5) (1,6) (1,2) (0,1)

 Table 2.
       Cyclotomic matrix of order 8 for even k.
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              (i.e. ) of cyclotomic matrix reduces to . One can observe that 64Table 1 Table 3
      pairs of two parameter numbers ,a bð Þ8        reduced to 15 distinct pairs (see Tables 2

 and ).3

       Remark 3.0 lBy Algorithm 1, to compute 2 2      cyclotomic numbers, it is enough to

 compute 2l2
 þ 2l 2

  1
 

2l 2
  2

 
=6

 
 , i f 2 l2

  1
 

2l2
  2

 
  ∣6, otherwise 2l2 þ

2l2
  1

 
2l2

  2
 

=6
 

             þ ¼1. Further, when is the least odd prime i.e.l l 3,

 then 2l2
  1

 
2l2

  2
 

            ∣6. Therefore 3, it is enough to calculate 64 distinctl ¼

    cyclotomic numbers of order 2l 2          and for 3, it is sufficient to calculatel 6¼

2l2  þ 2l 2   1
 

2l 2   2
 

      =6 distinct cyclotomic numbers of order 2l2.

     3.3 Determination of generators of F∗

p

              To determine the solutions of (1), we need the generator of the cyclic group F ∗
p .

            Let us choose finite field of order that satisfy 2p p ¼ l 2      k kþ 1; ∈ Z þ   . Let γ 1  , γ2  , γ 3   , ,…

γ n    be generators of F∗
p          . We consider finite field of order 17 (i.e. F 17   ), since the

                chosen value of 17 with respect to the value of take previously. Now top ¼ l
      determine the generators of cyclic group F ∗

17       . The detail procedure to obtain the
  generator of F ∗

17        has been depicted in Algorithm 2. If G 17       is a set that contain all the
  generator of F ∗

17       , we could get elements of G17         as 3, 5, 6, 7 , 10, 11, 12, 14 .f g

      Algorithm 2 FDetermination of generators of ∗
p .

     1: Declare integer variable , countp
    2: Declare integer array arrF p  p½  , arrF p  flag p½ 

       3: for i ¼ 1 t o p  1 do
 4: arrF p  i½  ¼ i arr, F p  flag i½  ¼ 0

  5: end for
    6: Declare integer array arrG p max½ 

        7: Declare integer variable 0, ,flag ¼ r γ

       8: for i ¼ 1 to p  1 do
   9: count = 0

       10: for f ¼ 1 t o p  1 do
 11: arrFp  flag f½  ¼ 0

  12: end for
   13: γ ¼ arrFp i½ 

 (a,b) b

a 0 1 2 3 4 5 6 7

        0 (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) (0,7)

        1 (1,0) (1,1) (1,2) (1,3) (0,5) (0,3) (1,3) (1,7)

        2 (2,0) (2,1) (2,0) (1,7) (0,6) (1,3) (0,2) (1,2)

        3 (1,1) (2,1) (2,1) (1,0) (0,7) (1,7) (1,2) (0,1)

        4 (0,0) (1,0) (2,0) (1,1) (0,0) (1,0) (2,0) (1,1)

        5 (1,0) (0,7) (1,7) (1,2) (0,1) (1,1) (2,1) (2,1)

        6 (2,0) (1,7) (0,6) (1,3) (0,2) (1,2) (2,0) (2,1)

        7 (1,1) (1,2) (1,3) (0,5) (0,3) (1,3) (1,7) (1,0)

 Table 3.
       Cyclotomic matrix of order 8 for odd k.
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       14: for a ¼ 1 to p  1 do
     15: ,r power¼ γ að Þ modpð Þ

       16: for j ¼ 1 to p  1 do
      17: is equal toif r arrF p j½  then

 18: arrFp  flag j½  ¼ 1

  19: end if
  20: end for

  21: end for
       22: for k ¼ 1 to p  1 do

  23: if Farr p      flag k½  is equal to 1 then
 24: count++

  25: end if
  26: end for

         27: count is equal to 1if p  then
   28: is generatorγ

  29: end if
  30: end for

    3.4 Generation of cyclotomic matrices

          This subsection, present an algorithm for the generation of cyclotomic matrices

  of order 2l2             . Note that entries of cyclotomic matrices are solutions of (1). Thus we
       need the generator of the cyclic group F ∗

p       , which is discussed in the previous

      subsection. On substituting the generators of F ∗
p      in Algorithm 3, we obtain the

    cyclotomic matrices of order 2l 2      corresponding to different generators of F ∗
p  . The

                  chosen value of 17 implies 2 w.r.t. assume value of 2. Therefore thep ¼ k ¼ l ¼

              cyclotomic matrix will be obtain from . Let us choose a generator (sayTable 2 γ 1  ¼ 3)
  from set G17    . On substituting γ 1          ¼ 3 in Algorithm 3, it will generate cyclotomic matrix

    of order 8 over F17    w.r.t. chosen generator γ 1    ¼ 3. Matrix B0   show the corresponding
          cyclotomic matrix of order 8 w.r.t. chosen generator 3 ∈ F ∗

17 .

B 0 ¼

0 0 0 0 0 0 1 0

0 0 0 0 1 0 1 0

 0 0 1 1 0 0 0 0

0 0 1 0 0 0 0 1

0 1 0 0 0 1 0 0

0 0 0 0 1 0 0 1

 1 1 0 0 0 0 0 0

0 0 0 1 0 1 0 0

2

66666666666664

3

77777777777775

:

     Algorithm 3 Generation of cyclotomic matrix.

       1: INPUT: The value of , ,p l γ

          2: Declare an array arr ROW½  COL½  (where elements are two tuple structure)
                  3: Declare integer variable , , , , , , , , , , , 0,p l k γ x y A s t a b count ¼ p 1  , p 2

          4: a equal to 0 to number of rowsfor do
          5: b equal to 0 to number of columnsfor do

         6: is equal to 0 tofor x k do
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         7: is equal to 0 tofor y k do

 8: p 1  ¼ 2l2     ∗ s arr aþ ½  b½  :l

 9: p 2  ¼ 2l2     ∗ t arr aþ ½  b½  :m

     10: ,A power¼ γ p1

 
   þ power pγ , 2

 
 þ 1

       11: modif A pð Þ is equal to 0 then
  12: count þ þ

  13: end if
  14: end for

  15: end for
    16: arr a½  b½ :n count¼

   17: 0count ¼
  18: end for
  19: end for

            Remark 3.1 It is noted that if we change the generator of F ∗
p    , then entries of

         cyclotomic matrices get interchanged among themselves but their nature remains
 the same.

            Remark 3.2 lIt is obvious that (by (4)) cyclotomic matrices of order 2 2  is always
       singular if the value of 1.k ¼

   4. The public-key cryptosystem

            In this section, we present the approach for designing a public key cryptosystem
           using cyclotomic matrices discussed in Section 3. The scheme employ matrices of

 order 2l2         , whose entries are cyclotomic numbers of order 2l 2      . The public key is a
   non-trivial generator, say γ 0       of a set of generator in F ∗

p        along with and . The set ofp l

            generator is obtain by Algorithm 2. The chosen public keys generate a cyclotomic

        matrix as of required order (i.e. order of 2l2        ) make use of Algorithm 3. Here, we

       define a trapdoor one-way function ϕ : F ∗
p  ! F ∗

p   as ϕ r0ð Þ ¼ log
γ0 γ 00  ð Þ ; r 0  ∈ N

!
 , γ 0  , γ 00

    are non-trivial generators of F ∗
p            . Thus, the secret key are the values of , ,p l γ 00  & r0.

         To encrypt a message, define composition of matrix as M2l2   A B∗ð Þ ! M 2l 2 Cð Þ,
             where is a message block matrix, is a cyclotomic matrix w.r.t.A B γ0  ∈ F ∗

p   and isC

        the ciphertext matrix. Other way one can define M2l2   B A∗ð Þ ! M 2l 2  Cð Þ. Therefore,

          the length of the ciphertext in CAC is equal to 2l2 .
            To decrypt a message, an algorithm is required to expand the secret keys

            provided by the secret values. Therefore, the Algorithm 4 is utilized for this
purpose.

    Algorithm 4 Secrete key expansion.

        1: SECRET INPUT: The values of , ,p l r 0  and γ 00

  2: Algorithm 1
  3: Algorithm 2

            The main purpose, to utilize the above algorithm is to construct a non-singular

    cyclotomic matrix of order 2l 2    w.r.t. non-trivial generator γ00 (γ 00  6¼ γ0 ) in F ∗
p   . Now to

           decrypt the message, we define inverse composition relation of matrices, which is
M2l2   C Z∗ð Þ ! M2l 2          Að Þ , where matrix is obtain by some efficient algebraicZ
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        computation of matrix. Other way one can define M 2l2   Z C∗ð Þ ! M2l 2 Að Þ

respectively.

    4.1 Determination of matrix Z

           The following steps have been taken for the determination of matrix .Z

        1. Determine the equality of cyclotomic matrix of order 2l 2   corresponding to the
           secret values of & , which is perform by Algorithm 1.p l

          2. Each entry of equality of cyclotomic matrix is multiplied by r0.

           3. Compute the inverse of equality of cyclotomic matrix generated in step 2.

         4. Finally, on substitution the values of the generated cyclotomic matrix
  corresponding to γ 00       to an inverse matrix in step 3.

             The following two algorithms (i.e. Algorithm 5 & 6) are utilized to encrypt and
       decrypt a message in the proposed CAC, respectively.

  Algorithm 5 Encryption.

             1: Transfer the plain text (message) into its numerical value and store in matrix

  of order 2l2

         2: PUBLIC INPUT: The values of , andp l γ 0

   3: Execute Algorithm 3
         4: Check: Generated cyclotomic matrix in step 3 is non-singular

            5: Cipher matrix: Multiply cyclotomic matrix and the matrix generated in step 1
           6: Ciphertext: The corresponding text values of matrix generated in step 5

  Algorithm 6 Decryption.

    1: Input: The cipher matrix/ciphertext
   2: Execute Algorithm 4

           3: Each entries of equality of cyclotomic matrix (i.e. output matrix of
     Algorithm 1) is multiply by r0          . The entries of the generated matrix are pair of

 cyclotomic number
              4: Compute the inverse of generated matrix in step 3 and substitute the value of

          each pair of cyclotomic number from generated matrix in step 2
               5: Now multiply the cipher text matrix to generated matrix in step 4, we get back

     to the original plain text message.

     4.2 Computational complexity of the CAC

          In this section, we would validate the computational complexity of the
        proposed CAC. The computational complexity measures the amount of

             computational effort required, by the best as of now known techniques, to break a
          system [2]. However, it is exceptionally hard to demonstrate the computational

           complexity of public-key cryptosystems [2, 3]. For instance, if the public modulus
               of RSA is factored into its prime components, at that point the RSA is broken. Be

               that as it may, it is not demonstrated that breaking RSA is identical to factoring its
           modulus [41]. Here, we study the computational complexity of the CAC by
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             providing arguments related to the inversion of the one-way function in CAC to a
        best known computational algorithm. The complexity of anonymous decryption

              could be understood as; if we assume that an attacker wants to recover the secret
              key by using all the information’s available to them. Then they need to solve the

             discrete logarithm problem (DLP) to find the secret key followed by a number of
            steps described in Algorithm 6. Since, the one-way function is define analogous to

        discrete logarithm problem (DLP). However, although most mathematicians and
            computer scientists believe that the DLP is unsolvable [42]. The complexity of the

               DLP depends on the cyclic group. It is believed to be a hard problem for the
          multiplicative group of a finite field of large cardinality. Therefore even

       determining the very first step is nearly unsolvable.
               If it is the case that somehow attacker manages to solve the DLP, then they have

            to determine Eq. (1) and calculate all the solutions corresponding to different pairs
 a b,ð Þ2l2             . Further, it is required to determine the relation matrix based on equality

              relation among the solutions of Eq. (1). Where entries of the relation matrix are the
    two-tuple structure of ,a bð Þ 2l2          . Finally, entries of inverse of the relation matrix are

       required to replace through the implication of DLP.
           Here we could observe the computational complexity as it increases with the

    value of and 2p l2             . Therefore it is nearly impossible to determine the secret key for a

     large value of and 2p l 2          ; hence uphold the secure formulation claim of the proposed
work.

     4.3 An example of the CAC

             In this section, we provide an example for the proposed CAC. The example is
            designed according to guidelines described in Section 4. The main purpose of this

              example is to show the reliability of our cryptosystem. It is important to note that
             this example is non-viable for the proposed CAC, since the values of the parameters

  are too small.

     Example 1 lLet us consider 2 2
             ¼ ¼ ¼8 (i.e. l 2) and p 17 . Suppose we want to

             send a message whose numerical value store in matrix of order 8.X A

 A ¼

2 3 5 9 8 0 2 1

1 5 9 2 9 3 0 5

2 1 3 2 5 6 8 7

5 3 0 7 8 7 3 1

4 2 3 1 9 8 7 3

0 9 2 3 5 6 8 9

1 0 2 9 6 7 9 8

9 1 3 2 4 4 5 6

2

6666666666666664

3

7777777777777775

            We choose two distinct non-trivial generators of a set of generator in F ∗
17  (the set

         of generator is obtain by employing Algorithm 2), say γ0    ¼ 11 and γ00    ¼ 3. Now, we
          evaluate the complex relation between these chosen generators, which can perform

     by DLP. One can write 3 7      ¼ 11 mod17ð Þ. Consider that r0       ¼ 7 . The public key is the
         public values 2, 17 &l ¼ p ¼ γ 0             ¼ ¼11 and the private key is the secret values l 2,

   p r¼ 17 , 0  ¼ 7 & γ 00            ¼ 3. The public values generated cyclotomic matrix of order 8 as
  required, which is
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B3 ¼

0 0 1 0 0 0 0 0

0 0 0 1 0 1 0 0

1 0 0 0 0 0 0 1

0 1 0 0 1 0 0 0

0 0 0 1 0 0 0 1

0 1 0 0 0 0 1 0

 0 0 0 0 0 1 1 0

0 0 1 0 1 0 0 0

2

6666666666666666664

3

7777777777777777775

  Determinant of B3          is equal to 1, implies non-singular. Now we encrypt the
     message by multiplying matrixA B 3      and , which is as follows:A

  C B¼ 3    ¼A

2 1 3 2 5 6 8 7

       5 12 2 10 13 13 11 10

       11 4 8 11 12 4 7 7

       5 7 12 3 18 11 7 8

       14 4 3 9 12 11 8 7

       2 5 11 11 15 10 9 13

1 9 4 12 11 13 17 17

       6 3 6 3 14 14 15 10

2

66666666666666666664

3

77777777777777777775

             The matrix is a ciphertext matrix. To transmit the message, entries of theC
             matrix converted into text. To decrypt the message, first, we expand the secret keys

           which are performed by Algorithm 4. It generates a non-singular cyclotomic matrix
        of order 8, which is shown by matrix B0        . Now each entry of equality of cyclotomic

          matrix (i.e. output matrix of Algorithm 1) is multiplied by r0      ¼ 7 . We get matrix D
      whose entries are pair of cyclotomic numbers.

 D ¼

        0, 0ð Þ 0, 7ð Þ 0, 6ð Þ 0, 5ð Þ 0, 4ð Þ 0, 3ð Þ 0, 2ð Þ 0, 1ð Þ

           0, 7ð Þ 0, 1ð Þ 1, 2ð Þ 1, 6ð Þ 1, 5ð Þ 1, 4ð Þ 1, 3ð Þ 1, 2ð Þ

        0, 6ð Þ 1, 2ð Þ 0, 2ð Þ 1, 3ð Þ 2, 4ð Þ 2, 5ð Þ 2, 4ð Þ 1, 6ð Þ

          0, 5ð Þ 1, 6ð Þ 1, 3ð Þ 0, 3ð Þ 1, 4ð Þ 2, 5ð Þ 2, 5ð Þ 1, 5ð Þ

          0, 4ð Þ 1, 5ð Þ 2, 4ð Þ 1, 4ð Þ 0, 4ð Þ 1, 5ð Þ 2, 4ð Þ 1, 4ð Þ

           0, 3ð Þ 1, 4ð Þ 2, 5ð Þ 2, 5ð Þ 1, 5ð Þ 0, 5ð Þ 1, 6ð Þ 1, 3ð Þ

        0, 2ð Þ 1, 3ð Þ 2, 4ð Þ 2, 5ð Þ 2, 4ð Þ 1, 6ð Þ 0, 6ð Þ 1, 2ð Þ

           0, 1ð Þ 1, 2ð Þ 1, 6ð Þ 1, 5ð Þ 1, 4ð Þ 1, 3ð Þ 1, 2ð Þ 0, 7ð Þ

2

6666666666666666666

4

3

7777777777777777777

5
           Now compute the inverse of and substitute the value fromD B 0    to each pair of

    cyclotomic numbers. The matrix becomes
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D ∗ ¼

 1 1 1   1 1 1 1 1

1 0 0 1 0 0 0 1

1 0 0 0 0 0 0 0

 1 1 0  1 0 1 1 1

1 0 0 0 0 0 0 1

1 0 0 1 0  1 1 1

   1 0 0 1 0 1 0 1

    1 11 0 1 1 1 1 

2

666666666666666664

3

777777777777777775

   Finally, we obtain D *   C = A .

    5. The complexity of CAC

           Time and space are usually prominent factors to establish the effectiveness of
           security solutions. In the before seen sections, we have established the computa-

           tional difficulty to break the proposed work. Further, we would demonstrate the
         complexity of the solution in terms of worst-case running time.

           The time complexity of Algorithm 1 in worst case is O e 2    ð Þ. Since formation of

          matrix of order and Update_Table() individually will takee O e2    ð Þ. In algorithm 2,

           for loop in line number 9, 15, and 17 contributes O e 3    ð Þ in worst case. Since,

 e ¼
  p  1

k

 ) e3 ¼
  p  1

k

 3


p 3

k 3

 

              Since is a positive integer, therefore when attains its minimum value i.e. 1,k k

p3

k3   p 3   e3 :

         For any higher value of , there is guarantee thatk

p 3

k 3  < e3 :

         Hence, we conclude that Algorithm 2 can take O e 3   ð Þ in worst case.
                 Similarly, in Algorithm 3, loop in line number 4, 5, 6, 7 contributesfor e e k k: : :

   or say O e2k 2
 

           running time in worst case. Using similar analogy as in case of

        Algorithm 2, worst case complexity will be O e2ð Þ.

 5.1 Encryption

           Encryption as expressed in Algorithm 5 constitutes of three logical divisions and
              the complexity of encryption would be the sum of the complexity of its part. The

     state divisions within are as follows;

  1. Generating cyclotomic matrix
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      2. Checking the singularity of the cyclotomic matrix.

         3. Multiplication of generated cyclotomic matrix and matrix corresponds to plain
text.

           Starting from the generation of the cyclotomic matrix, comprises the total com-
  plexity O e2         ð Þ as stated earlier. Further, checking singularity involves the computa-

             tion of determinants of the matrix of order . In worst case computing determinante
            of a matrix of order by fast algorithm [43] takesn O n 2 373:    ð Þ . Hence, singularity of

           the cyclotomic matrix of order could be computed ine O e2 373:  ð Þ time. Finally,
            multiplication of cyclotomic matrix of order and matrix corresponds to plain texte

      of order will takee O e2 3728639:
 

     time. Therefore, Complexity of Encryption would

  become O e2
 ð Þ þ O e2 373:

 ð Þ þ O e 2 3728639:
 

   O e 2 373:      ð Þ . Thus a polynomial time com-

     plexity seems to be quite worthwhile.

 5.2 Decryption

           Decryption as expressed in Algorithm 6 that include Algorithm 4 which sums

          the complexity of Algorithm 1 and 3, therefore takes O e2   ð Þ + O e 2  ð Þ  O e 2ð Þ time.
            Further, multiplication of cyclotomic matrix of order by a constant valuee r 0,

   therefore yield O e 2           ð Þ complexity. Likewise, inverse of a matrix of order can ben

        computed by a fast algorithm [43] in O n2 373:     ð Þ , therefore, inverse of generated
         matrix of order could be computed ine O e2 373:     ð Þ time. Finally multiplication of two

         matrix of order could be computed ine O e2 3728639:
 

    by best known algorithm [44]

         till date. Therefore, Complexity of decryption would be O e 2   ð Þ + O e2   ð Þ + O e 2:373ð Þ +
 O e2:3728639
 

    , which becomes O e 2:373ð Þ.

 6. Conclusion

          In this chapter, we have introduced a secured asymmetric key cryptography
            model applying the principle of cyclotomic numbers over a finite field. Procedure to

           generate cyclotomic matrix along with public & private key have been presented,
            where the relation between the public & private key has acquired by discrete

          logarithm problem (DLP). Finally, a convincing argument to strengthen the claim
           has been presented followed by the method of encryption, decryption & a

 numerical example.
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Chapter 6

Conversational   Code  Analysis:
The   Future   of   Secure  Coding

Fitzroy   Nembhard   and   Marco   M.  Carvalho

Abstract

The   area   of   software   development   and   secure   coding   can   benefit  significantly 
from   advancements   in   virtual   assistants.   Research   has   shown   that   many  coders 

neglect   security   in   favor   of   meeting   deadlines.   This   shortcoming   leaves  systems 
vulnerable   to   attackers.   While   a   plethora   of   tools   are   available   for   programmers  to 

scan   their   code   for   vulnerabilities,   finding   the   right   tool   can   be   challenging.   It  is 
therefore   imperative   to   adopt   measures   to   get   programmers   to   utilize   code  analysis 

tools   that   will   help   them   produce   more   secure   code.   This   Chapte  r look  s a t the 
limitations   of   existing   approaches   to   secure   coding   and   proposes   a   methodology  that 

allows   programmers   to   scan   and   fix   vulnerabilities   in   program   code   by  communi-
cating   with   virtual   assistants   on   their   smart   devices.   With   the   ubiquitous  move 

towards   virtual   assistants,   it   is   important   to   design   systems   that   are   more   reliant  on 
voice   than   on   standard   point-and-click   and   keyboard-driven   approaches.  Conse-

quently,   we   propose   MyCodeAnalyzer,   a   Google   Assistant   app   and   code  analysis 
framework,   which   was   designed   to   interactively   scan   program   code   for  vulnerabil-

ities   and   flaws   using   voice   commands   during   development.   We   describe  the 
proposed   methodology,   implement   a   prototype,   test   it   on   a   vulnerable   project  and 

present   our  results.

Keywords:   secure   coding,   virtual   assistant,   code   analysis,   static  analysis

1. Introduction

Computing   systems   face   serious   threats   from   attackers   on   a   day-to-day  basis. 
Devices   within   a   network   could   be   targeted   or   used   as   launching   pads   to  spawn 

malware   and   other   attacks   to   critical   systems   and   infrastructure.   A   system   is  as 
secure   as   its   weakest   link   [1].   Therefore,   software   engineers   must   be   cognizant  of 

the   cyber-related   challenges   that   plague   modern   computer   systems   and  engineer 
software   with   credible   defenses.   One   of   the   first   defenses   against   potential  threats 

to   computer   systems   is   careful   analysis   of   program   code   during   development  and 
taking   necessary   steps   to   minimize/eliminate  vulnerabilities.

Program   analysis   falls   into   three   main   categories:   static   application  security 
testing   (SAST)   or   static   analysis,   dynamic   application   security   testing   (DAST)  or 

dynamic   analysis,   and   interactive   application   security   testing   (IAST).   Static  analysis 

is   a   “ technique   in   which   code   listings,   test   results,   or   other   documentation   are …

examined   …  to   identify   errors,   violations   of   development   standards,   or   other  prob-
lems ”   [2].   Dynamic   analysis   is   the   “ process   of   evaluating   a   system   or  component 

based   on   its   behavior   during   execution ”  [2].   IAST   involves   instrumenting  a
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           program with sensors to monitor program code in memory during execution in
             order to find specific events that could cause vulnerabilities [3]. Two or more of

            these approaches may be combined to create hybrid tools and techniques for ana-
           lyzing program code. These hybrid systems are designed to achieve more compre-

            hensive coverage and to decrease the false positives and false negatives of existing
approaches.

          While researchers are interested in designing sound and complete code analysis
         tools, achieving soundness and completeness remains an intractable problem [4 6].–

             Consequently, a lot of research in code analysis is centered on improving the alerts
           of static analysis tools [4, 7]. More recently, several researchers have proposed

            models based on deep learning and other machine learning approaches to scan and
              fix vulnerabilities in program code [8]. Many of these tools are still at an infant

               stage and have not yet made it to market. Based on current trends, we believe that
             the future of code analysis will involve more refined tools based on artificial intel-

       ligence (AI), machine learning, and other hybrid approaches.
             In this work, we propose a hybrid code analysis framework that employs the use

             of voice assistants (VAs) to allow a programmer to conversationally scan for and fix
           potential vulnerabilities in program code. The use of voice assistants have grown

           significantly in recent years. This work focuses primarily on the Google Assistant1

          as it is the most popular [9] among other virtual assistants.
              The rest of the chapter is organized as follows: first, we discuss related work in

             the area of hybrid analysis in Section 2 followed by a discussion on challenges
            affecting adoption of existing approaches in Section 3. In Section 4, we theorize

             about the future of secure coding and propose a new code analysis approach in
               Section 5. We then use a case study to evaluate our proposed approach in Section 6

      and present our conclusion in Section 7.

  2. Related work

             This work falls in the area of hybrid analysis. In this section, we summarize
   works in this area.

           In 2006, Aggarwal and Jalote [10] combined static and dynamic analysis to
           detect buffer overflow in C programs. Both static and dynamic approaches have

           advantages and disadvantages. One of the disadvantages of dynamic analysis is the
            requirement of a large number of test cases, which present an overhead. Some

          dynamic analysis tools use a feature know as generate-and-patch or generate-and-
             validate in an effort to auto-fix vulnerabilities. In 2015, the authors of [11] analyzed

           reported patches for several DAST tools including GenProg, RSRepair, and AE, and
           found that the overwhelming majority of reported patches did not produce correct

            outputs. The authors attributed the poor performance of these tools to weak proxies
            (bad acceptance tests), poor search spaces that do not contain correct patches, and

             random genetic search that does not have a smooth gradient for the genetic search
      to traverse to find a solution [11].

            In 2012, [12] proposed a hybrid approach that uses source code program slicing
             to reduce the size of C programs while performing analysis and test generation. The

          authors used a minimal slicing-induced cover and alarm dependencies to diminish
      the costly calls of dynamic analysis [13].

1               Google, Google Assistant, and Dialogflow are registered trademarks of Google, Inc. The use of these

                names or tools and their respective logos are for research purposes and does not connote endorsement of

         this research by Google, Inc. or any of its partners.
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            In 2014, [14] implemented a hybrid architecture as the JSA analysis tool, which
           is integrated into the IBM AppScan Standard Edition product. The authors aug-

         mented static analysis with (semi-)concrete information by applying partial evalu-
           ation to JavaScript functions according to dynamic data recorded by the Web

          crawler. The dynamic component rewrites the program per the enclosing HTML
           environment, and the static component then explores all possible behaviors of the

  partially evaluated program.
              In 2015, [15] applied a program slicing technique, similar to [12], to create a tool

          called . The authors also implemented their program using theFlinder-SCA Frama-C
           platform. The main difference between [12, 15] is that [15] performs abstract

           interpretation and taint analysis via a fuzzing technique wheres [12] does not
    perform taint analysis or fuzzing.

            Also, in 2015, [16] proposed a hybrid malicious code detection scheme that was
         designed using an AutoEncoder and Deep Belief Networks (DBN). The

           AutoEncoder deep learning method was used to reduce the dimensionality of data.
           The DBN was composed of a multilayer Restricted Boltzmann Machines (RBM) and

              a layer of BP neural network. The model was tested on the KDDCUP 99 dataset but’

    not on actual program code.
           In 2019, [17] proposed SapFix, a static and dynamic analysis tool which

        combines a mutation-based technique, augmented by patterns inferred from
          previous human fixes, with a reversion-as-last resort strategy for fixing high-firing

            crashes. This tool is built upon Infer [18] and a localization infrastructure that
          aids developers in reviewing and fixing errors rapidly. Currently, SapFix is

            targeted at null pointer exception (NPE) crashes, but has achieved much success at
 Facebook [18].

           In a dissertation produced in 2021, [19] proposed a code generation technique
         for Synchronous Control Asynchronous Dataflow (SCAD) processors based on a

          hybrid control-flow dataflow execution paradigm. The model is inspired by classical
           queue machines that completely eliminates the use of registers. The author uses

          satisfiability (SAT) solvers to aid in the code generation process [19].
              To the best of our knowledge, our work is the first to employ modern virtual

           assistants to conversationally scan and fix vulnerabilities in program code. In [20],
          the authors established a voice user interface (VUI) for controlling laboratory

           devices and reading out specific device data. The results of their experiments
          produced benchmarks of established infrastructure and showed a high mean accu-

            racy (95% 3.62) of speech command recognition and reveals high potential for

            future applications of a VUI within laboratories. In like manner, we propose the
         integration of personal assistants with code analysis systems to encourage

     programmers to produce more secure code.

      3. Challenges affecting adoption of existing approaches

         Several code analysis and vulnerability detection surveys have categorized tools
            in the literature [7, 21 23]. While surveys are essential in advancing research, many–

                of them do not focus on tools found on websites. It must be noted that the average
              programmer does not look for tools in research papers. To that end, we conducted a

           Google search and found several popular websites that present various tools that
             programmers may use to scan their code for vulnerabilities. shows a barFigure 1

             chart highlighting the number of tools found on these websites. As shown in the
             figure, GitHub and Wikipedia list the most tools and are often the top websites

            returned in search results due to their popularity. We further grouped the most
            popular static analysis tools found on these websites by language as shown in
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 Figure 1.
          The large number of code analysis tools found on popular websites.

 Figure 2.
      Static analysis tools categorized by programming language.
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           Figure 2. As can be seen, this non-exhaustive list could overwhelm many
        programmers in determining the best tools for their projects.

           In addition, the ability to combine code analysis approaches coupled with the
             number of programming languages that exist result in a large number of tools from

              which coders can choose to analyze their code. This makes it onerous for a pro-
            grammer or organization to decide on a particular code analysis tool. Further, tools

            often require special configuration, which may take time to fine tune for best
          results. Many tools also suffer from usability issues, lengthy vulnerability reports,

        and false positives, making programmers avoid them altogether [24 26].–

          Another challenge affecting adoption of code analysis tools is monopolization of
          the market by certain companies. For-profit companies usually have the resources

          to improve tools by adding more state-of-the-art approaches such as cloud-based
         scanning, IAST support, and report generation. While these developments often

          advance the field of code analysis, they sometimes discourage small organizations
           and individuals from investing the effort and resources required to procure state-

          of-the-art tools. Thus, a streamlined, modern, cost-effective approach is needed to
       help encourage programmers to produce more secure code.

     4. The future of code analysis

             We believe that the future of code analysis lies in hybrid systems that combine
          several approaches to achieve useful analyses and actionable reports that will

          encourage programmers to produce more secure software. Based on current trends
          in machine learning, especially in deep learning, and natural language processing

              (NLP) (e.g., virtual assistants), it is safe to say that future code analysis will rely
          heavily on AI, ontologies, NLP, and machine learning. For example, when

            discussing the trends and challenges of machine learning, the authors in [27] envi-“

          sion a fruitful marriage between classic logical approaches (ontologies) with statis-
        tical approaches which may lead to context-adaptive systems (stochastic

         ontologies) that might work similar to the human brain [27].”

         Our projection is that code analysis frameworks will facilitate plug-and-play
            (PnP) models. illustrates a generalized PnP model that uses virtual assis-Figure 3

          tants to manage the analysis process. Using this plug-and-play model, programmers
              may select the code analyzer that best fits their project based on factors such as

            project type, project size, speed, efficiency, security, etc. This is similar to the

 Figure 3.
                A suggested model showing code analysis as part of a plug-and-play paradigm that facilitates the inclusion of

              any analysis tool and the use of a virtual assistant to manage the analysis process.
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         current landscape with virtual assistants and recommender systems. Currently, a
              person may use a virtual assistant like the Google Assistant to navigate a list of

           restaurants based on price, location, menu, reviews, etc. The virtual assistant may
            update the users preferences based on selections over time. This concept can also

              apply in code analysis where the chosen scanner used in the PnP model could be
     based on past scans or popularity.

              The code analyzer featured in the model in may use any combination ofFigure 3
           approaches including SAST, DAST, and IAST, which could be cloud-based or local-

            ized to the user ’s computer. These approaches could be backed by any algorithm

 Figure 4.
            A mockup of an analytical dashboard for code analysis on a curved display.
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             that results in significant performance gains. It has been shown in the literature that
             deep learning and other ensemble methods perform very well in a large number of

        contexts including infected host detection [28], intrusion detection systems
              [29, 30], and malware analysis [31, 32], to name a few. Interestingly, many of these

              approaches can be used to create or improve code analyzers in an effort to help
    programmers produce more secure software.

             Another feature of code analyzers of the future is a deep reliance on data
         analytics, visualizations and state-of-the-art interfaces. As discussed in the litera-

               ture [8, 33], the interface of a code analyzer can have a negative or positive impact
               on its use and adoption. Therefore, for a system to be adopted in any project or

              organization, users must be able to gain insights from the way it presents its results.
              Figure 4 shows a mockup of what we believe the interface of future code analyzers

              will look like. These interfaces will be in the form of dashboards instead of the
       customary lengthy bug reports displayed in a console.

  5. Proposed approach

            The proposed approach is to integrate a virtual assistant with a code analysis
             framework that allows users to scan, analyze, refactor and fix their code of incon-

          sistencies and vulnerabilities. In this section, we describe the proposed approach
   using the system architecture.

  5.1 System architecture

           The system architecture for MyCodeAnalyzer is shown in . The systemFigure 5
            consists of three main components: the virtual assistant, the webhook API and the

 Figure 5.
  MyCodeAnalyzer system architecture.
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           code scanning environment. The code scanning environment consists of a web app,
        an integrated development environment (IDE) plugin, code analyzers and

            refactoring tools. Google Assistant was chosen as the virtual assistant because of its
         popularity and easy-to-use App Engine and Dialogflow frameworks. The process

              flow is as follows: a user invokes a Google Assistant app (aka, Google Actions app)
              using a set of phrases understood by the system. This app is specially designed to

          understand trigger phrases associated with code analysis. Trigger phrases are training
          phrases that are entered into Dialogflow using an intent management system.

           Dialogflow is a natural language understanding platform that allows users to design
           and integrate a conversational user interface into a mobile app, web application,

            device, bot, interactive voice response system, etc. [34]. captures the cur-Figure 6
          rent intents incorporated into MyCodeAnalyzer. Each intent is backed by machine

           learning and NLP technology that uses named entity recognition (NER) and other
           approaches to extract entities from speech, determine context, and carry out tasks.

 Figure 6.
     Current Dialogflow intents used by MyCodeAnalyzer.
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          The intents in MyCodeAnalyzer are organized into 6 main categories: Default
        Welcome Intent, vulnerability-scanning, clone-detection, Cancel, Bye, and Default Fall-

             back Intent. The Default Welcome Intent is used to welcome the user to the system and
           provide a description of potential requests that the application can fulfill. The

            vulnerability-scanning intent is the most complex of the intents and uses a tree-like
            structure to allow the user to conversationally scan a project for vulnerabilities, email

              a scan report or auto-fix errors based on the capabilities of the code analyzer. The
              clone-detection intent is used to scan a project for duplicated code and to provide a

          visualization showing a side-by-side comparison of similar code. While clones may
              not be vulnerable, they could become bloat in a project and could potentially lead to

              vulnerabilities. The Cancel intent is used to exit a task currently underway. is usedBye
                to exit the system and the Default Fallback Intent, as the name suggests, is used to ask

              the user to repeat a phrase for clarification or serve as a graceful fail mechanism.
          Once invoked, the Google Assistant app communicates with the Google Conver-

            sation API to determine the user’s intent. After intent has been determined, the
            Google Actions app then uses webhooks to communicate with a web service running

             on the user’s computer. Using a tunneling service, the web service interacts with the
               user’s IDE by way of a plugin. This plugin invokes a code analyzer or refactoring tool,

              takes actions based on the user’s request, and places a message in a message queue.
              The web service then reads the queue and returns the message to the Google Assistant

               app, which then reads the message back to the user. The webhooks were set up in
            Dialogflow and run as servlets on Google App Engine. A servlet accepts valid
            Dialogflow POST requests and responds with data that is processed by the Google

              Assistant app and returned as output messages to the user. Figure 7 further shows the
            internals of the system during a conversation between the user and the assistant.

              While only the static analysis portion of the system is demonstrated in this work, the
            system is modular enough for dynamic and hybrid analysis tools to be incorporated

 Figure 7.
          Internals of MyCodeAnalyzer showing the flow of information throughout the system.
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            using the PnP approach discussed in Section 4. This approach provides a more
       complete code analysis depending on the user’s preferences.

      5.2 Accessing information about the coding environment

           Two types of code-related information are accessed on the user ’s computer: code
              within the IDE and code from a Git repository (e.g., GitHub) currently opened in a

              web browser. The first type of information is important because it helps us to scan
              code being actively developed, while the second type is used in the case where the

            user would like to ensure that a repository is safe before forking it.
            MyCodeAnalyzer can detect GitHub pages that are open in a browser. On systems

           running MacOS, Applescript is used to communicate with the web browser. Other
           approaches will be employed in the future to reproduce this functionality on

    machines running other operating systems.
               In order to access the user’s computer to scan the code being worked on in the

             IDE or referenced in the browser, a methodology must be established to access this
              information in a minimally invasive manner. To do so, we created a plugin for a

            given IDE. Currently, we have plugins for IntelliJ IDEA and Eclipse. The plugin
             becomes a part of the IDE, monitors the code being developed, and updates a

           message queue (data file) with information about the code files and projects
            manipulated by the programmer. Also, special system calls are used to access any

                browser tabs that point to GitHub projects. A local web app in the form of a Spring
                  MVC REST API [35] runs on the user s computer. The job of the local web app is to’

             communicate with MyCodeAnalyzer by way of a tunnel in order to scan local code
         or GitHub projects displayed in the user s web browser.’

     5.2.1 Accessing code within the IDE

             Listing 1 shows the Applescript code that is used to check for gui-based applica-
               tions that are currently open on the user s computer. Following this is a snapshot of’

            the corresponding output, which includes the Intellij IDEA IDE in the list. This
               Applescript code is added to the REST app where it is run on localhost and invoked

             by MyCodeAnalyzer to determine if the user is actively using an IDE. To further
             contextualize the process of determining which code the user would like to scan, it

               is also of interest to find out the or most active application on the userfrontmost ’s
                computer. To do so, the code shown in Listing 2 was used. This code is expected to

            return a single application, which in turn allows MyCodeAnalyzer to return a more
               direct response to the user. For example, a response might be, “Say IDE, if you would

                like me to scan the code that you are currently working on in IntelliJ” instead of using
         indirect phrases such as “ … ”may be working on.

      set text item delimeters to ", "

    tell application "System Events" to

            (name of every process where background only is false) as text end tell

            Listing 1. Applescript code used to list all gui-based applications that are cur-
      rently running on the user s computer.’

            The following is a sample output generated using the code in Listing 1:
        "Google Chrome, Sublime Text, Terminal, idea, pycharm,Teams, Mail, teXShop,

       Notes, Spotify, Finder, Microsoft PowerPoint, X11.bin, AdobeReader, iTunes,

       Microsoft Excel,Script Editor, Activity Monitor, System Preferences, Safari,

Preview"
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            Since most IDEs are standalone applications, we believe the best way to have
                access to the user s code in a minimally invasive manner is to be an insider (That’ “ ”

               is, to use a plugin that becomes part of the IDE). Consequently, the goal of the
             plugins was to monitor the code being developed by taking note of the coding

            project and the coding files being manipulated by the user. To accomplish this,
                listeners were added to the IDE to detect when the text editor portion of the IDE is

             active, when tabs are activated or switched, and when code files are edited. The
            message queue is updated with the following pieces of information when the afore-

      mentioned actions are performed: ProjectName, ProjectLocation, CurrentFile,
           DateAdded, CurrentlyActive. This queue is then queried for active files and projects

              when POST requests are made by the Google Assistant app to the local REST service
    running on the user’s computer.

   tell application "System Events"

         name of application processes whose frontmost is true end tell

            Listing 2. Applescript code used to determine the most active application on a
computer.

          5.2.2 Accessing code referenced by tabs opened in the web browser

              Like IDEs, web browsers provide little to no way for outside tools to access their
        core areas. However, the Applescript-based techniques used previously for

              accessing the System Events utility can be used to access the tabs that are currently
                open in the web browser on the user s device. Listing 3 is used to retrieve tabs’

              currently open in Google Chrome. This script can be modified to get tabs in other
             browsers such as FireFox or Safari. MyCodeAnalyzer then checks if any of the URLs

            point to valid public GitHub accounts, which are then searched for coding projects
            if the user requests that a scan of a Git project be performed.

     set text item delimeters to ","

          tell application "Google Chrome" to URL of tabs of every window

 as text

 end tell

            Listing 3. Applescript code used to retrieve tabs currently open in Google Chrome.

  6. Case study

            In this section, we present a case study that demonstrates an implementation of
             our proposed methodology. The main goal of this case study is to demonstrate the

           applicability of integrating a virtual assistant into a code analysis framework to
            allow the user to conversationally scan their code for vulnerabilities. The system is

              currently in a prototypical stage. Here we perform a scan of a coding project using
       the Google Assistant app via an Apple iPhone.

            The following was done based on the proposed approach discussed in Section 5:

    1. Create a Google Assistant app

             A Google Assistant app was created based on the intents depicted in .Figure 7
         Dialogflow, Google App Engine, and Google Actions Console are key
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             components in the design of the app. Once designed, the app was tested using
             the Google Actions API Simulator as well as released in alpha mode and tested

       on a smart phone running the Google Assistant.

 Figure 8.
             A conversation between MyCodeAnalyzer and a human tester while scanning the OWASP WebGoat project.

12

        Coding Theory - Recent Advances, New Perspectives and Applications



             2. Create a local web app to interface with the Google Assistant app and the
 coding environment

              The local web app was created using Spring Boot [35] and was launched on the
    computer via Apache Tomcat [36].

      3. Create an IDE plugin for IntelliJ IDEA

           Our IntelliJ IDEA plugin was created and installed in IntelliJ version 2020.3.2.
            The plugin was installed using the IntelliJ plugin installer, which installs a local

      plugin from a JAR (Java ARchive) file.

     4. Choose and integrate a code analyzer

           PMD [37] static code analyzer (version 6.31.0) was chosen for this study.
           PMD uses a rule-based system to find common programming flaws in code

           written in 8 programming languages, offering the most support for Java and
            Apex. The rules used by PMD are divided into categories such as best

             practices, error prone, and security. For this case study, a set of rules was
       selected from the error prone and security categories.

   5. Chose a vulnerable project

           The OWASP WebGoat [38] project was used to evaluate the system. WebGoat
          is an insecure application that allows researchers and developers to test

        vulnerabilities commonly found in Java-based applications that use common
     and popular open source components [38].

     6. Test the system and report results

             To integrate the Google Actions app with the local web app, Ngrok [39] was
             chosen as the tunneling tool. Ngrok is a tool that exposes local servers behind

          NATs and firewalls to the public Internet over secure tunnels [39].

   6.1 Results and discussion

           In this section, we capture a conversation between the Google Assistant app
            during the analysis of the WebGoat Project, present the report generated by the

              assistant, and discuss the results. It must be noted that the errors found by the
              Assistant during the code analysis are the same as those that would be produced by

   the standalone PMD project.
                At this early stage of the project, the main benefit of the system is the ability to

           use a virtual assistant to perform code analysis while multitasking, thus improving
           productivity. After the system is setup, the programmer can configure and engage

             with the VA by voice without having to manually configure the code analyzer or
             browse and try to understand lengthy bug reports. The assistant can be used to

             perform actions based on the severity of the vulnerabilities found in the project. In
            the current version of MyCodeAnalyzer, Google Assistant can email the user a well-

            formatted report or read out the most important action items after analyzing the
            code. captures a conversation between a human tester and the GoogleFigure 8

           Assistant. shows a formatted vulnerability report generated by the assis-Figure 9
            tant and emailed to the user after scanning the WebGoat project. The WebGoat

            project has more severe vulnerabilities, but only those in the figure were captured
                by PMD based on the rulesets used by the analyzer. As can be seen from the report,

           MyCodeAnalyzer was able to process the lengthy XML reported returned by PMD
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          into a more easily understood report that captures only pertinent information.
           These results demonstrate the applicability of using a framework backed by virtual

         assistants to scan code for vulnerabilities and generate meaningful reports.

 6.2 Challenges

              It is important to outline some challenges with the use of VAs for code analysis
           and mitigation of vulnerabilities. The main challenge with this new approach to

            code analysis is adoption. A recent study involving a small sample of participants
             shows that currently the primary use of VAs are for music procurement (40% of

            users), for information (17%), and automation (9%) [40]. Since this is a new
            avenue of research, there may be initial challenges with adoption in the code

            analysis arena. However, we believe that as the market grows and coders get
           exposed to this technology, the adoption rates will increase. Researchers predict a

            growing use for digital voice assistants over the next few years [41, 42].
            Another challenge with using the PnP model discussed in this research is han-

          dling the differences between output reports from different code analyzers. To
          mitigate this issue, the code analysis community may require standardization of

           vulnerability reports in popular formats such as XML, JSON, and HTML. Currently,
            most tools include information such as files, classes, and line numbers where errors

             are found. While the output formats may be different, NLP techniques such as NER
               can also be used to mine these reports for key pieces of information to achieve a

 Figure 9.
               The report generated by MyCodeAnalyzer and emailed to the user after scanning the OWASP WebGoat project.
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            standard format that can be handled by the virtual assistant and the proposed
 analysis framework.

 7. Conclusion

           Getting programmers to write secure code remains a challenge. Security is often
                sacrificed in an effort to add a feature to a software product or to meet a deadline.

              When security is sacrificed for other gains, the end result is a product riddled with
           bugs or vulnerabilities. Steps must be taken to encourage programmers to produce

            more secure software. In this research, we discussed the limitations of existing code
          analysis approaches and propose a framework that allows programmers to use

          virtual assistants to conversationally scan and fix potential vulnerabilities in their
           code. Virtual assistants are becoming popular in everyday activities such as procur-

            ing and listening to music, finding places of interest, managing a smart home,
              shopping, etc. We posit that as they become more mainstream, they can be used to

         manage code analysis while keeping programmers productive. We implement our
           proposed methodology using the Google Assistant and demonstrate its utility in an

            effort to find new, creative ways to help programmers produce more secure soft-
            ware. Future work will involve extending the model to use any applicable code

          analyzer based on a plug-and-play paradigm, adding data analytics and visualiza-
          tions to help programmers draw insights from their code, implementing the

           refactoring and auto-fixing modules, and conducting a user study to evaluate the
framework.

Abbreviations

    DAST Dynamic application security testing
    IAST Interactive application security testing

   NLP Natural language processing
 PnP Plug-and-play

    SAST Static application security testing
    SCAD Synchronous control asynchronous dataflow
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Chapter 7

     Non Classical Structures
     and Linear Codes

     Surdive Atamewoue Tsafack

bstractA

                                      This present some new perspectives in the field of coding theory. In facthapterC
                                   notions of fuzzy sets and hyperstructures which are consider here as non classical

                                            structures are use in the construction of linear codes as it is doing for fields and
                                      rings. We study the properties of these classes of codes using well known notions

                                   like the orthogonal of a code, generating matrix, parity check matrix and polyno-
                                   mials. In some cases particularly for linear codes construct on a Krasner hyperfield

                                   we compare them with those construct on finite field called here classical struc-
                                      tures, and we obtain that linear codes construct on a Krasner hyperfield have more
              codes words with the same parameters.

                       Keywords: Linear codes, Fuzzy set, Krasner hyperstructures, Fuzzy logic,
  Algebraic hyperstructures

 1. Introduction

                          In mathematics, non classical structures as fuzzy sets and algebraic
                             hyperstructures approach better many well known real life situation, and represent

              natural extension of classical algebraic structures.
                                   Regarding fuzzy sets theory (fuzzy logic), this was introduced in the middle of

                                         1960 by Lotfi Zadeh [1]. This concept is considered today as one of the most
                                         important of the second half of twentieth century, this in view of its applications in

                                   technological sciences and the impressive quantities of paper and book related to it.
                             As for algebraic hyperstructures, they were introduced by a french mathemati-

                                            cian F. Marty [2] in 1934. Since then, more than a thousand papers and several book
                                      have been written on this topic. A well known type of algebraic hyperstructures is

                                                  due to Krasner [3], who used as a technical tool in a study of his on the approxima-
                                   tion of valued fields. In the literature they are called Krasner hyperrings and

  Krasner hyperfields.
                             Transmission on coding theory always suppose to encode its information and

                                decode the received information, this is what the classical coding theory introduced
                                            in 1948 by C. Shannon [4] deals with. It should ne noted that the handling infor-

                                            mation are certains. So how can we do if the informations are uncertain? Thus as a
                                new perspective for the algebraic coding, we present below a connection between

                                      fuzzy sets, Krasner hyperstructures and linear codes, and we find out how they can
              bring more in classical coding theory.



     2. Fuzzy linear codes over pk

 2.1 Preliminaries

              The theory of fuzzy code as we present here were introduce by Shum and Chen
               De Gang [5], although they have authors such as Hall Diall and Von Kaenel [6, 7]

             who also worked on it. In this section, we shall formulate the preliminary defini-
              tions and results that are required for a good understanding of the sequel (we can

   see it in [8 10]).–

                 Definition 2.1. Let be a non-empty set, let and be two fuzzy subsets in ,X I J X
then:

      • I J∩ð Þ xð Þ ¼ min I xð Þ , J xð Þf g       , I J∪ð Þ xð Þ ¼ max I xð Þ , J xð Þf g ,

                 • I J¼ if and only if I xð Þ ¼ J xð Þ , if and only ifI J⊆ I xð Þ ≤ J xð Þ ,

          • I Jþð Þ xð Þ ¼ max I yð Þ ∧ J zð Þjx y z¼ þf g       , IJð Þ xð Þ ¼ max I yð Þ ∧ J zð Þjx yz¼f g .

    These for all , ,x y   z X∈ .
     Let denoted by theM p k  -module n

p k        , where is a prime integer andp

    n k, ∈n 0f g.
           The following definitions on the fuzzy linear space derive from [11, 12].

                Definition 2.2. We called a fuzzy submodule of , a fuzzy subset of aM F ⊓ pk -

             module such that for all , andM x y M∈ r ∈p k   , we have:

          • F þx yð Þ ≥ ⊓min F xð Þ , F ⊓ yð Þf g .

     • F rxð Þ ≥ ⊓F xð Þ .

                  Definition 2.3. Let be a fuzzy subset of a nonempty set . For 0, 1F ⊓ M t ∈ ½ , we
               called the the upper -level cut and lower -level cut of , the setst t F ⊓ F ⊓t ¼

     x M x∈ jF ⊓ð Þ ≥ tf g and  F ⊓t       ¼ jFx M∈ ⊓ xð Þ ≤ tf g respectively.
          Proposition 2.4. F ⊓ is a fuzzy submodule of an pk        -module M if and only if for all

   α β, ∈p k                  ; x, y M, we have x y∈ F ⊓ α þ βð Þ ≥ ⊓min F xð Þ , F ⊓ yð Þf g .

           The following difinition recalled the notion on fuzzy ideal of a ring.
        Definition 2.5. We called a fuzzy ideal of p k         , a fuzzy subset I of a ring p k  such that

     for each x y, ∈p k ;

      • I x  yð Þ ≥ min I xð Þ , I yð Þf g .

     • I xyð Þ ≥ max I xð Þ , I yð Þf g .

                  Definition 2.6. RGLet be a group and a ring. We denote byG R the set of all
       formal linear combinations of the form α ¼

P
  g G∈ ag   g a(where g    ∈ R aand g  ¼ 0

            almost everywhere, that is only a finite number of coefficients are different from
     zero in each of these sums).

                 Definition 2.7. RGLet a ring group which is the group algebra of on the< >x
 ring p k        (where is an invertible element ofx pk          ). A fuzzy subset of is called aI RG

          fuzzy ideal of , if for all , ,RG α β ∈ RG

       • I αβð Þ ≥ max I αð Þ , I βð Þf g .
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         • I α βð Þ ≥ min I αð Þ , I βð Þf g .

             When we use the transfer principle in [13], we easily get the next Proposition.
                  Proposition 2.8. A is a fuzzy ideal of RG if and only if for all t ∈ 0, 1½ , if A t  6¼ ∅,

 then At     is an ideal of RG.
              The following is very important, the give the meaning of the linear code over the

 ring p k .

     Definition 2.9. A submodule of n
p k           , is called a linear code of length overn p k .

    (with a positive integer).n
             Contrary to the vector spaces, the module do not admit in general a basis.

            However it possesses a generating family and therefore a generating matrix, but the
          decomposition of the elements on this family is not necessarily unique.

           Definition 2.10. We called generating matrix of a linear code over pk  all matrix

  of M pk

 
          , where the lines are the minimal generating family of code.

          The equivalence of two codes is define by the following definition.
   Definition 2.11. Let Cp k  and C 0

p k     two linear codes over p k    of generating matrix G

 and G 0    respectively. The codes Cp k  and C 0
p k      are equivalences if there exists a

     permutation matrix , such thatP G0  ¼ GP.
                To define a dual of a code which is helpful when we fine some properties of the

       codes, we need to know the inner product.
   Definition 2.12. Let Cp k         be a linear code of length overn p k      , the dual of the code

Cpk    that we note C ⊥
pk     is the submodule of n

pk   define by; C⊥
p k   ¼ f a∣ for all

  b C∈ p k               , 0 . where is the natural inner product on the submodulea b: ¼ g “ ” 
n
p k .

    In a linear code Cp k     of length overn p k     , if for all a 0   , ,⋯ a n1  ð Þ ∈ C pk  , then

s a 0   , ,⋯ a n1  ð Þð Þ ∈ Cp k             (where is the shift map), then the code is said to cyclic.s

      2.2 On fuzzy linear codes over pk

             Now we bring fuzzy logic in linear codes and introduce the notion of fuzzy
     linear code over the ring pk .

     Definition 2.13. Let M ¼ 
n
pk   be a p k         -module. The fuzzy submodule of isF ⊓ M

        called fuzzy linear code of length overn p k .

           Using the transfer principle of Kondo [13], we have what is follow.
         Proposition 2.14. Let A be a fuzzy set on n

p k .

          A nis a fuzzy linear code of length over p k          if and only if for any 0, 1t ∈ ½ , if

At    6¼ ∅, then A t         is a linear code of length overn pk .

         Corollary 2.15. Let A be a fuzzy set on n
pk .

          A nis a fuzzy linear code of length over p k      if and only if the characteristic

      function of any upper -level cutt A t             6¼ ∅ ∈for t 0, 1½  is a fuzzy linear code of length
  n over p k .

         Example 2.16. Consider a fuzzy subset onF ⊓ 4  as follows:

  F ⊓ : 4     ! 0, 1½ , x ↦

    1 0;if x ¼

1

3
   if x ¼ 1;

1

3
   if x ¼ 2;

1

3
   if x ¼ 3:

8
>>>

>>>>><
>>>>>>>>:

.
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        T h e n F ⊓ i s a f u z z y s u b m o d u l e o n  4  - m o d u l e 4       , he n c e F ⊓ i s a f u z z y l i n e a r c o d e
 o v e r 4 .

              Remark 2.17. Let be a fuzzy linear code of length overF ⊓ n p k   , since n
p k  is a

        finite set, then Im F ⊓ð Þ ¼ F ⊓ xð Þ j x ∈n
p k

n o
      is finite. Let Im F ⊓ð Þ is set as:

t1  > t 2    > >⋯ tm  (where ti          ∈ 0, 1½ ) that is Im F ⊓ð Þ have elements.m
  Since F ⊓t i

     is a linear code over p k   , let Gt i
      his generator matrix, can beF ⊓

    determined by matrixesm Gt 1  , Gt 2   , ,⋯ G tm
     as in the below Theorem 2.31.

              There are some know notions of the orthogonality in fuzzy space, but no one of
            them does not hold here because these definitions does not meet the transfer

               principle in the sense of the orthogonality for the -level cut sets. So we have tot
        introduce an new notion of orthogonality on fuzzy submodules.

    Definition 2.18. Let F ⊓1  and Fu 2       be two fuzzy submodules on module n
pk over

  the ring p k      . We said that F ⊓1   and F ⊓ 2     are orthogonal if Im F ⊓ 2ð Þ ¼

       1  j Fα α ∈ Im ⊓ 1ð Þf g         and for all 0, 1t ∈ ½ , F ⊓2ð Þ 1t ¼ F ⊓ 1ð Þt

 ⊥
¼

  fy ∈ 
n
p k            ∣ ∈ ⊓< >x y, ¼ 0, for all x F 1ð Þ t          g. Where , is the standard inner prod-< >

  uct on n
pk .

   Noted that F ⊓1   ⊥ ⊓F 2   means F ⊓1   and F ⊓ 2       are orthogonal. We what is follow as
 an example.

        Example 2.19. Consider the two fuzzy submodules F ⊓ 1   and F ⊓2  on 4  defined as
follows:

F ⊓1  : 4     ! 0, 1½ , x ↦

1

2
   if x ¼ 0;

1

4
   if x ¼ 1;

1

3
   if x ¼ 2;

1

4
   if x ¼ 3:

8
>>>>>>>>>><

>>>>>>>>>>:

  and F ⊓2  : 4   ! 0, 1½ ,

 x ↦

3

4
   if x ¼ 0;

1

2
   if x ¼ 1;

2

3
   if x ¼ 2;

1

2
   if x ¼ 3:

8
>>>>>>>>>><

>>>>>>>>>>:

.

   We easily observe that:
F ⊓1ð Þ1

2
 ¼ 0f g   and F ⊓2ð Þ 1

2
 ¼ 4 ,

F ⊓1ð Þ 1
4

 ¼ 4   and F ⊓ 1ð Þ 3
4

 ¼ 0f g,

F ⊓1ð Þ1
3

  ¼ 0, 2f g   and F ⊓1ð Þ 2
3

  ¼ 0, 2f g.

  Thus F ⊓ 1  ⊥ ⊓F 2 .
    Remark 2.20. Let F ⊓ 1       be a fuzzy submodule on module  n

p k     such that ∀ ∈x 
n
p k ,

F ⊓1                  xð Þ ¼ γ γ(with ∈ 0, 1½ ), then it does not exists a fuzzy set onF ⊓ 
n
pk  such that

F ⊓1 ⊥ ⊓F .
            The previous Remark 2.20 show that the orthogonal of some fuzzy submodule in

               our sense does not always exists, so it is important to see under which condition the
           orthogonal of fuzzy submodule exists. The following theorem show the existence of

     the orthogonal of some fuzzy submodule.
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    Theorem 2.21. Let F ⊓1         be a fuzzy submodule on a finite module n
p k  . If I m F ⊓1ð Þ

           have more that one element and for all Imς ∈ F ⊓1       ð Þ there exist Imϵ ∈ F ⊓1  ð Þ such that

Aς  ¼ Aϵð Þ ⊥
         , then there always exists a fuzzy submodule F ⊓ 2  on n

p k    such that F ⊓ 1 ⊥ ⊓F 2 .

   Proof. Let F ⊓ 1      be a fuzzy submodule on 
n
pk      . Assume that ∣ ⊓Im F 1     ð Þ∣ ¼ m > 1

           and for any ς ∈ Im Að Þ there exist ϵ ∈ ⊓Im F 1   ð Þ such that F ⊓ 1ð Þ ς ¼ F ⊓ 1ð Þ
ϵ

 ⊥
.

    Assume that Im F ⊓1ð Þ ¼ t 1  > t 2    > >⋯ t mf g     . Let the sets M i ¼

  x ∈ 
n
pk  jF ⊓ 1 xð Þ ¼ ti

n o
            , 1, , . These sets form a partition ofi ¼ ⋯ m 

n
p k .

         Let us define a fuzzy set as follow:F ⊓
  F ⊓ : 

n
p k        ! 0, 1½ , 1x ↦  tm i þ1   , if x M∈ i .

  Since Im F ⊓ 1ð Þ ¼ t 1  > t2    > >⋯ tm     f g, we have F ⊓1ð Þ t1
 ⊆ F 1ð Þ t2

  ⊆ ⋯ ⊆ F ⊓1ð Þ tm
. As

     for any ς ∈ ⊓Im F 1        ð Þ there exist ϵ ∈ Im Að Þ such that Aς  ¼ Aϵð Þ ⊥, then At i
 ¼ At m i þ1

 ⊥
.

  Thus F ⊓ 1tm i þ1    ¼ x ∈ 
n
pk      jF ⊓ xð Þ ≥ 1  t m i þ1

n o
 ¼ M i  ∪ Mi1 ∪ ⋯ ∪ M 1 ¼

F ⊓ 1ð Þt i
¼ F ⊓1ð Þ tm i þ1

 ⊥

.

    Then by taken F ⊓2        ¼ F ⊓ we obtain the need fuzzy submodule. □
            When the orthogonality exist, there is unique. We have the following theorem to

 show it.
    Theorem 2.22. Let F ⊓1   , F ⊓ 2   and F ⊓ 3       be three fuzzy submodules on module n

pk ,

  such that F ⊓1  ⊥ ⊓F 2   and F ⊓ 1  ⊥ ⊓F 3    , then F ⊓ 2 ¼ F ⊓3 .
    Proof. Consider that F ⊓1  ⊥ ⊓F 2   and F ⊓ 1  ⊥ ⊓F 1 3.

         Let 0, 1t ∈ ½ , and b ∈ ⊓F 2ð Þ1t             , then , 0, for all< a b > ¼ a ∈ ⊓F 1ð Þ t  . Thus
   b ∈ ⊓F 3ð Þ1t   and F ⊓ 2ð Þ1t  ⊆ ⊓F 3ð Þ 1t   . Therefore F ⊓3ð Þ t  ⊆ ⊓F 3ð Þ t.

       In the same way, we show that F ⊓2ð Þt  ⊆ ⊓F 3ð Þt   . Therefore F ⊓ 2 ¼ F ⊓3  . □
         Corollary 2.23. The orthogonal of a fuzzy set on n

p k      is a fuzzy submodule on n
pk .

             The orthogonality is an indempotent operator, in fact if be a fuzzyF ⊓

  submodule on 
n
pk   then F ⊓⊥ð Þ

⊥
¼ F ⊓1 .

            The notion of equivalence on fuzzy linear code can be define as follow.
    Definition 2.24. Let F ⊓1   and F ⊓ 2       be two fuzzy linear codes over  pk   . F ⊓1 and

F ⊓2                 are said to be equivalent if for all 0, 1t ∈ ½ , the linear codes F ⊓ 1ð Þt   and F ⊓2ð Þt

 are equivalent.
   Example 2.25. Let CG 1

 and C G2
         be two equivalent linear codes of length n over pk .

        We define the equivalent fuzzy linear codes as follow:

F ⊓1  : 
n
pk     ! 0, 1½ , x ↦

    1 if x C∈ G 1;

 0 otherwise:

(

and.

F ⊓2  : 
n
pk     ! 0, 1½ , x ↦

    1 if x C∈ G 2 ;

 0 otherwise:

(
.

               Thus the 1 and 0 -level cut of the both fuzzy linear codes give F ⊓1ð Þ 1  ¼ CG1 and
F ⊓ 2ð Þ1  ¼ C G2 ,

F ⊓1ð Þ0  ¼ 
n
pk   and F ⊓2ð Þ 0  ¼ 

n
p k .

        Remark 2.26. Two equivalent fuzzy linear codes over pk    have the same image.

       2.3 Fuzzy linear codes in a practical way

             As we have said in the introduction, how fuzzy linear code can deal with
            uncertain information in a practical way? This subsection allow us to use directly

    fuzzyness in the information theory.
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       Let us draw the communication channel as follows:

F k !
Encoding

F n !
Channel


n !

Decoding
F k

  Assume that R k  ¼ 
2
2  and Rn  ¼ 

3
2             , that means that k ¼ 2 and n R¼ C3. Let ⊆ 3 be

                 a linear code over , in the classical case, when we send a codewordR a ¼ 10 1ð Þ ∈ C
           through a communication channel, the signal receive can be read as a 0 ¼

     0 03, 0 49:98, 0 : :ð Þ and modulate to a 00  ¼ 100ð Þ . Thu s to know if a 00    belong to the code
             C, we use syndrome calculation [14]. Since the modulation have gave a wrong word,

    we can consider that a0     have more information than a00       , in the sense that we can
                   estimate a level to which a word 0 is modulate to 1, and a word 1 is modulate to 0.

               Therefore it is possible to use the idea of fuzzy logic to recover the transmit codeword.

       Let be a linear code overC 
3
2               . To each , we find 0, 1a ∈ C t ∈ ½  such that estimatet

       the degree of which the element of 3       , obtain from through the transmissiona

        channel belong to the code . Thus inC 
3
2       the information that we handle are certain,

  whereas in 
3           there are uncertain. When we associate to all elements of 3

2 the
          degree of which its correspond element obtain through the transmission channel

  belong to 3
2               , then we obtain a fuzzy code. If the fuzzy code are fuzzy linear code,

                then we can recover the code just by using the upper -level cut. Thus we dealC t
         directly with the uncertain information to obtain the code .C

           The following example illustrate this reconstruction of the code by using uncer-
        tain information in the case of fuzzy linear code.

   Example 2.27. Let 3
2           ¼ 000, 001, 010, 100, 110, 101, 011, 111f g and C ¼

   000, 001, 110, 111f g      be a linear code over 2 .
       Assume that after the transmission we obtain respectively

       000; 0 01, 01; 1 01, 10; 1 001, 1, 0 999: : : :f g      . Let F ⊓ : 
3
2    ! 0, 1½  such that

 x ↦

1f g    if x ¼ 000;

0 99:f g    if x ¼ 001;

0 9:f g    if x ¼ 010;

0 9:f g    if x ¼ 100;

0 99:f g    if x ¼ 110;

0 9:f g    if x ¼ 101;

0 9:f g    if x ¼ 011;

0 99:f g    if x ¼ 111:

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

.

          Then by finding a 0, 1t ∈ ½  such that F ⊓t    ¼ x ∈ 3
2   j F ⊓ xð Þ ≥ t

 
   ¼ C, we obtain

                 t t> 0 9. Thus, for: ¼ C0 99, we are sure that the receive codeword is in: .
         It should be better to investigate in deep this approach.

     2.4 Fuzzy cyclic code over pk

   Let the module n
p k           , in this subsection we will consider the case where the

     integers and are coprime.n p
          Definition 2.28. A fuzzy module on the moduleF ⊓ 

n
p k     is called a fuzzy cyclic

     code of length overn pk    if for all a0  , a 1   , ,⋯ an1  ð Þ ∈n
p k  , then

 F ⊓ an1  , a0   , ,⋯ an2    ð Þð Þ ≥ ⊓F a0  , a 1   , ,⋯ a n1ð Þð Þ .
          The following proposition give a caracterization of the fuzzy cyclic codes.

          Proposition 2.29. [15] A fuzzy submodule on onF ⊓ 
n
p k       is a fuzzy cyclic code if and

   only if for all.
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a0  , a1   , ,⋯ an1  ð Þ ∈n
pk      , we have F ⊓ a0  , a 1   , ,⋯ a n1ð Þð Þ ¼

 F ⊓ an1  , a0   , ,⋯ an2  ð Þð Þ ¼ ⋯ ¼

  F ⊓ a 1  , a2   , ,⋯ a n1  , a 0ð Þð Þ:

            Proposition 2.30. F ⊓ is a fuzzy cyclic code of length n over p k      if and only if for all

    t ∈ 0, 1½ , if F ⊓ð Þt    6¼ F∅, then ⊓ð Þt       is a ideal of the factor ring
p k X½ 

Xn 1ð Þ.

           Proof. Assume that is a fuzzy cyclic code overF ⊓ p k      and 0, 1t ∈ ½  such that

F ⊓ð Þ t    6¼ F∅. Then ⊓ð Þ t      is a cyclic code over p k .

   Let ψ : 
n
pk !

pk X½ 

X n 1ð Þ    , c c¼ 0   , ,⋯ cn1   ð Þ ↦ ψ cð Þ ¼
Pn1

i¼0 ci X i .

            It is prove by easy way that is a isomorphism ofψ pk    -module, which send a

   cyclic codes over p k       onto the ideals of the factor ring
p k X½ 

X n 1ð Þ      . Therefore, 0, 1∀ ∈t ½ ,

F ⊓t    is a ideal of


pk X½ 

X n 1ð Þ .

         Conversely, assume that, 0, 1∀ ∈t ½  such that F ⊓ t    6¼ F∅, ⊓t     is a ideal of factor

ring
p k X½ 

X n1ð Þ    . Since F ⊓ t      is a ideal of factor ring
pk X½ 

X n 1ð Þ    , then F ⊓t     is a submodule of p k -

 module n
p k   . Hence F ⊓t        6¼ ∅, is a linear code over  pk        , then is a fuzzy linearF ⊓

         code. Due to , 0, 1ψ ∀ ∈t ½ , F ⊓t      is a cyclic code over pk        , then is a fuzzy cyclicF ⊓

  code over p k  . □

 Since pk            is a finite ring, then Im F ⊓ð Þ ¼ F ⊓ xð Þ ∈ 0, 1½ jx ∈ 
n
pk

n o
  is also finite.

    Assume that Im F ⊓ð Þ ¼ t1  > t2    > >⋯ t m   f g, then F ⊓t 1   ⊆ ⊓F t 2  ⊆ ⋯ ⊆ F ⊓t m1  ⊆ At m ¼


n
pk .

 Let g kð Þ
i  Xð Þ ∈p k      X½  the generator polynomial of F ⊓ t i    , note that g kð Þ

i  Xð Þ is the

        Hensel lifting of order of some polynomialk gi  Xð Þ ∈p   X½  which divide X n    1, the

   cyclic code < g
kð Þ

i  Xð Þ > ⊂
 p k X½ 

X n 1ð Þ         is called the of the cyclic codelifted code

 < g i  Xð Þ > ⊂
p X½ 
X n 1ð Þ [8].

  Since F ⊓t 1
  ⊆ ⊓F t2

⊆ ⋯ ⊆ F ⊓ t m1
  ⊆ ⊓F tm

 ¼ 
n
pk   , then g kð Þ

iþ1 Xð Þ∣g
kð Þ

i   Xð Þ, i ¼

          1, , 1. So we define the polynomial⋯ m  h
kð Þ

i Xð Þ ¼ X n   1ð Þ =g
kð Þ

i   Xð Þ which is called

        the check polynomial of the cyclic code F ⊓t i   ¼ < g kð Þ
i       Xð Þ > , 1, , .i ¼ ⋯ m

    Theorem 2.31. Let gG ¼ kð Þ
1  Xð Þ, g kð Þ

2   Xð Þ, ,⋯ g kð Þ
m Xð Þ

n o
     be a set of polynomial in

pk    X½  , such that g i  Xð Þ divide X n        ¼1, i 1, ,⋯ m. If g
kð Þ

iþ1 Xð Þ∣g
kð Þ

i   Xð Þ for i ¼

        1, 2, , 1⋯ m  and g< kð Þ
m   Xð Þ > ¼ 

n
pk           , then the set can determined a fuzzy cyclic codeG

   F ⊓ and g<
kð Þ

i      Xð Þ > j ¼i 1, ,⋯ m
n o

           is the family of upper level cut cyclic subcodes of .F ⊓

             The proof is leave for the reader but he can check it in [15].

  3. Fuzzy pk  -linear code

              In the previous section, we study define and fuzzy linear codes over the ring p k

               in the previous section. Now define the notion on , we are going tofuzzy Gray map
        use it in the construction of the fuzzy p k       -linear codes which is different from the

      fuzzy linear codes over the ring pk .
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   3.1 Fuzzy Gray map

             When we order and enumerate a binary sequences of a fixed length we obtain
                the code of Gray in it original form. For the length two which interest us directly we

    have the following Gray code:

  0 00↦

  1 01↦

  2 11↦

  3 10↦ :

   Let ϕ : 22  ! 
2
2   the Gray map.

            Using the extension principle [16], we will define the fuzzy Gray map between
      two fuzzy spaces by what is follow.

        Definition 3.1. Consider the Gray map ϕ : 2 2  ! 
2
2    . Let F 2 2   ð Þ , F 

2
2

 
 the set

      of all the fuzzy subset on 2 2  and 2
2        respectively. The fuzzy Gray map is the map

^    ϕ : F 22ð Þ ! F 
2
2

 
  , such tha t for all F F⊓ ∈ 2 2ð Þ, ^        ϕ F ⊓ð Þ yð Þ ¼ sup A xð Þ j y x¼ ϕð Þf g .

    The next Theorem is straightforward.
     Theorem 3.2. The fuzzy Gray map  ̂   ψ is a bijection.

              Proof: It is due to the fact that is one to one function.ψ □

            As in crisp case, we have the following Proposition which is very important.
           Proposition 3.3. If is a fuzzy linear code overF ⊓ 2 2      and the Gray map, thenϕ

^             ϕ F ⊓ð Þ is no always a fuzzy linear code over the field 2 .
               The Gray map give a way to construct the nonlinear codes as binary image of the

            linear codes, we have for example the case of Kerdock, Preparata, and Goethals
              codes which have very good properties and also useful (We refer reader for it on

             [17, 18]). Moreover if is a linear code of length overC n 4       , then C ¼ Cψ ð Þ is a
      nonlinear code of length 2 overn 2         in generally [18]. In that way we construct a

      fuzzy Kerdock code in the following example.

    Example 3.4. Let G ¼

 1 0 0 0 2 1 1 1

 0 1 0 0 1 2 1 3

 0 0 1 0 1 3 2 1

 0 0 0 1 1 1 3 2

0

BBBBBBB@

1

CCCCCCCA

     be a generating matrix for a

       linear code of length overC 8 4            . Then his image under the Gray map give a Kerdockϕ

 code C.

    Let F ⊓ : 
8
4     ! 0, 1½ , x ↦

    1, ;if x ∈ C

 0, otherwise:

(
         Thus F ⊓ is a fu z zy linear code over 4 .

      Since is a bijection, we constructϕ ^    ϕ F ⊓ð Þ : 
16
2     ! 0, 1½ , y ↦

   1, ;y ∈ E

 0, otherwise:


,

   where E ¼ fy ∈16
2       ∣y x¼ ϕð Þ and .x C∈ g

          Noted that as is not a linear code overE 2  , then ^     ϕ Fuð Þ is a fuzzy 2  -linear code
       but not a fuzzy linear code over 2.

^          ϕ F ⊓ð Þ is a fuzzy Kerdock code of length 16.
        By the Example, we remark that a fuzzy 4       -linear code is not in generally a

    fuzzy linear code over 2 .
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       If we define the fuzzy binary relation Rϕ  on 2 2   
2
2  by Rϕ  x y,ð Þ ¼

     1, if y x¼ ψ ð Þ ;

 0, otherwise:


      It is easy to see [19] that  ̂        ϕ F ⊓ð Þ yð Þ ¼ sup xF ⊓ð Þ j y x¼ ϕ ð Þf g can

  be represented by  ̂      ϕ F ⊓ð Þ yð Þ ¼ sup min xF ⊓ð Þ , R ϕ  x y,ð Þ
 

  jx ∈ 
2
2

 
.

           We now define fuzzy generalized gray map. First we consider the generalized

       Gray map as in [8] Φ : pk  ! 
pk1

p .

   Definition 3.5. The map ^    Φ : F p k

 
 ! F 

pk1

p

 
       , such that for any F F⊓ ∈  pk

 
,

^   Φ F ⊓ð Þ yð Þ ¼
      sup xF ⊓ð Þ j y x¼ Φð Þf g      , if a such x exists;

 0, otherwise:



      Is called a fuzzy generalized gray map.
 Remark 3.6.

      1. The Definition 3.5 can be simply write ^  Φ Að Þ yð Þ ¼
    F ⊓ xð Þ , if y x¼ Φð Þ ;

 0, otherwise:



    This because Φ : pk  ! 
p k1

p         cannot give more than one image for one element.

  2. Let F ⊓1   ∈ F 
p k1

p

 
   such that F ⊓1        yð Þ ¼ t y6¼ 0 for any ∈ pk1

p    . There does not

      exist a fuzzy subset F F⊓ ∈ pk

 
 such that ^   Φ F ⊓ð Þ ¼ F ⊓ 1 .

Thus ^      Φ is not a bijection map.

  3.2 Fuzzy pk  -linear code

     In the following, we will note ^      Φ the map on F 
n
p k

 
  onto F 

n p: k1

p

 
which

     spreads the fuzzy generalized Gray map.
   Let define fuzzy p k  -linear code.

       Definition 3.7. A fuzzy code overFu p    is a fuzzy p k       -linear code if it is an image

              under the fuzzy generalized Gray map of a fuzzy linear code over the ring p k .

   For a fuzzy pk              -linear code, if it is the image under the generalized Gray map of a

     cyclic code over the ring p k           . Then the fuzzy code is called a fuzzyFu  pk  -cyclic code.

    Remark 3.8. A fuzzy p k          -linear code is a fuzzy code over the fields p .

 Example 3.9.

   Let F ⊓ : 
6
2           ! 0, 1½ , , , , , ,w a¼ b c d e fð Þ ↦

      1, 0;if e f¼ ¼

 0, otherwise:



          F ⊓ is a fuzzy linear code of length 6 over 2 .

  Let F ⊓0
 : 

3
4        ! 0, 1½ , , ,v x¼ y zð Þ ↦

    1, 0;if z ¼

 0, otherwise:



F ⊓0          is a fuzzy linear code of length 3 over 4 .

   Since F ¼⊓ ^   ϕ F ⊓ 0    ð Þ . Then F ⊓ 0    is a fuzzy 4  -linear code.
        Using crisp case technic we prove he following Proposition.
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       Proposition 3.10. Let Fu be a fuzzy pk         -linear code, then Fu is no always a fuzzy

     linear code over the field p .

             Proof. The need here is to construct an counter-example, which is done in the
  Example 3.9. □

        The following diagram give a construct the fuzzy p k    -linear code. This holds

              because the fuzzy generalized Gray map image of fuzzy linear code can be a fuzzy
     linear code over the field p :

       We construct some codes using the both methods.
 Example 3.11.

    1. Let F ⊓ : 
n
p k               ! 0, 1½  be a linear code such that have three upper t-level cutF ⊓

F ⊓ t3
  ⊆ ⊓F t 2

  ⊆ ⊓F t 1
   . Let F ⊓0

t3
   ¼ FΦ ⊓ t 3

  ð Þ , F ⊓ 0
t2

   ¼ FΦ ⊓t2
  ð Þ and F ⊓0

t 1
¼

  Φ F ⊓t 1     ð Þ , we have F ⊓0
t 3

   ¼ FΦ ⊓ t 3   ð Þ ⊆ ⊓F 0
t 2

   ¼ FΦ ⊓t2  ð Þ ⊆ ⊓F 0
t 1

   ¼ FΦ ⊓t 1
ð Þ . We

  construct F ⊓ 0 ¼ ^    Φ F ⊓ð Þ as follow:

F ⊓0  : 
n p: k1

p     ! 0, 1½ , y ↦

t 3      , if y ∈ ⊓F 0
t3

;

t 2     , if y ∈ ⊓F 0
t2

;

t 1      , if y ∈ ⊓F 0
t1

;

 0, otherwise:

8
>>><

>>>:

    2. Let F ⊓ : 4     ! 0, 1½ , x ↦

1

2
   if x ¼ 0;

1

3
   if x ¼ 2;

1

4
    if x ¼ 1, 3:

8
>>>>><

>>>>>:

      be a fuzzy linear code over 4   . Then F ⊓ 1
2  ¼ 0f g   , F ⊓ 1

3   ¼ 0, 2f g   and F ⊓1
4  ¼ 4.

  We construct F ⊓0 1
2  ¼ 00f g   , F ⊓01

3   ¼ 00, 11f g   and F ⊓0 1
4  ¼ 

2
2    , the Gray map

  image of F ⊓1
2

  , F ⊓ 1
3   and F ⊓ 1

4   respectively, we define

 F ⊓ 0
 : 

2
2     ! 0, 1½ , y ↦

1

2
   if x ∈ ⊓F 1

2     , y x¼ ϕð Þ ;

1

3
   if x ∈ ⊓F 1

3 n F ⊓1
2     , y x¼ ϕð Þ ;

1

4
   if x ∈ ⊓F 1

4 n F ⊓1
3     , y x¼ ϕð Þ :

8
>>>>><

>>>>>:
      We obtain the same code F ⊓0 and  ̂  ϕ F ⊓ð Þ.
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           Proposition 3.12. [15] If for all t ∈ 0, 1½  , F ⊓ 0
t    ¼ FΦ ⊓t   ð Þ (when F ⊓ t  6¼ ∅) is a

   linear code over p         , then this two constructions of the fuzzy p     -linear code above are give

   the same fuzzy code.
           Proof. This follows directly from the definition of the fuzzy generalized Gray

                map and the fact that the image under the generalized Gray map of a linear code is
      not a linear code in general. □

     4. Linear codes over Krasner hyperfields

 4.1 Preliminaries

              This section recall notions and results that are required in the sequel. All of this
      can also be check on [3, 20 22].–

       Let be a non-empty set andH P ∗         Hð Þ be the set of all non-empty subsets of .H
     Then, a map ⊛ : H  H ! P ∗   Hð Þ , where h1  , h 2  ð Þ ↦ h 1  ⊛ h 2     ⊆ H is called a

       hyperoperation and the couple H, , ⊛,ð Þ is called a hypergroupoid.
                  For all non-empty subsets and of and , we defineA B H h ∈ H A B⊛ ¼

⋃     a A b B∈ , ∈          a b A h A h⊛ , ⊛ ¼ ⊛ f g      and h B h⊛ ¼ f g  ⊛ B .

          Definition 4.1. A canonical hypergroup ,R ⊕ð Þ is an algebraic structure in
    which the following axioms hold:

              1. For any , , ,x y z ∈ R x y z⊕ ⊕ð Þ ¼ x y⊕ð Þ ⊕ z,

            2. For any , , ,x y ∈ R x y y x⊕ ¼ ⊕

              3. There exists an additive identity 0 such that 0∈ R ⊕ x x¼ f g     for every .x ∈ R

          4. For every there exists a unique elementx ∈ R x 0      (an opposite of with respectx
           to hyperoperation “ ”⊕ ) in R such that 0 ∈ ⊕x x0 ,

               5. For any , , , impliesx y z ∈ R z x y∈ ⊕ y x∈ 0        ⊕ ∈ ⊕z xand z y0 .

              Remark 4.2. Note that, in the classical group ,R þð Þ, the concept of opposite of
       x R∈ is the same as inverse.

          A canonical hypergroup with a multiplicative operation which satisfies the fol-
      lowing conditions is called a Krasner hyperring.

             Definition 4.3. An algebraic hyperstructure , ,R ⊕ ð Þ, where is usual multi-“ ”
            plication on , is called a Krasner hyperring when the following axioms hold:R

          1. ,R ⊕ð Þ is a canonical hypergroup with 0 as additive identity,

           2. ,R ð Þ is a semigroup having 0 as a bilaterally absorbing element,

          3. The multiplication is both left and right distributive over the“ ”
   hyperoperation .“ ”⊕

            A Krasner hyperring is called commutative (with unit element) if ,R ð Þ is a
            commutative semigroup (with unit element) and such is denoted , ,R ⊕ , 0 , 1ð Þ.

            Definition 4.4. Let , ,R ⊕ , 0 , 1ð Þ be a commutative Krasner hyperring with unit
   such that 0Rnf g              ,  , 1ð Þ is a group. Then, , ,R ⊕ , 0, 1ð Þ is called a Krasner hyperfield.

    This Example is from Krasner.
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               Example 4.5. [ ] Consider a field F? , ,þ ð Þ and a subgroup G of F n 0f g   , ð Þ . Take
              H F G aG a F¼ = ¼ j ∈f g with the hyperoperation and the multiplication given by:

   aG bG⊕ ¼        c cG c aG bG¼ j ∈ þf g

    aG bG abG ¼



       Then , ,H ⊕ ð Þ is a Krasner hyperfield.
               We now give an example of a finite hyperfield with two elements 0 and 1, that

  we name F 2         and which will be used it in the sequel.
   Example 4.6. Let F 2   ¼ 0, 1f g         be the finite set with two elements. Then F 2  becomes a

            Krasner hyperfield with the following hyperoperation and binary operation .“ ”⊕ “ ”

 ⊕ 0 1

 0 0f g 1f g

  1 1f g 0, 1f g

and

  0 1

0 0 0

1 0 1

                  Let , ,R ⊕ ð Þ be a hyperring, and be a non-empty subset of . Then, isA B R A
                   said to be a subhyperring of if ( , , ) is itself a hyperring. A subhyperring ofR A ⊕  A

                         a hyperring is a left (right) hyperideal of if ( ) for all ,R R r a A ∈ a r A ∈ r ∈ R
                   a A A A∈ . Also, is called a hyperideal if is both a left and a right hyperideal. We

                            define byA B⊕ A B⊕ ¼ f x x a b a A b B A B∣ ∈ ⊕ for some ∈ , ∈ g and the product  is
       defined by A B ¼ f x x∣ ∈

Pn
i¼1 ai   b i   , with ai   ∈ A b, i     ∈ ∈B n, 

∗    g. If A Band are
               hyperideals of , then and are also hyperideals of .R A B⊕ A B R

             Definition 4.7. An algebraic structure , ,R ⊕ ð Þ (where and are both⊕ 
        hyperoperations) is called additive-multiplicative hyperring if the satisfies the

 following axioms:

          1. ,R ⊕ð Þ is a canonical hypergroup with 0 as additive identity,

              2. ,R ð Þ is a semihypergroup having 0 as a bilaterally absorbing element, i.e., x 
      0 0 0,¼  ¼x

         3. the hypermultiplication is distributive with respect to the hyperoperation“ ”
“ ”þ ,

          4. for all , , we havex y ∈ R x y 0ð Þ ¼ x 0     ð Þ  y x y¼ ð Þ0 .

           An additive-multiplicative hyperring , ,R ⊕ ð Þ is said to be commutative if
             R ,ð Þ is a commutative semihypergroup. and , ,R ⊕ ð Þ is called a hyperring with

                       multiplicative identity if there exists such that for every .e ∈ R x e x e x ¼ ¼  x ∈ R
             We close this section with the following definition of the ideal in a additive-

 multiplicative hyperring.
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          Definition 4.8 A non-empty subset of an additive-multiplicative hyperringA R
     is a left (right) hyperideal if,

         1. for all , , thena b A∈ a b⊕ 0  ⊆ A,

                  2. for all , , then ( ).a A∈ r ∈ R r a A ⊆ a r A ⊆

    4.2 Hypervector spaces over hyperfields

              We give some properties related to the hypervector space as it is done by Sanjay
               Roy and Samanta [23] and all these will allow us to characterize linear codes over a

 Krasner hyperfield.
               From now on, and for the rest of this section, by we mean a KrasnerF

hyperfield.
           Definition 4.9. [23] Let be a Krasner hyperfield. A commutative hypergroupF

 V , ⊕ V       ð Þ together with a map  : F  V
Ð

! V
Ð

       , is called a hypervector space over F

           if for any , and ,a b ∈ F x y ∈ V
Ð

    , the following conditions hold:

   1. a x ⊕
V
Ð y

 
    ¼ a x ⊕

V
Ð      a y (right distributive law),

  2. a ⊕
V
Ð b

 
       ¼ x a x ⊕

V
Ð      b x (left distributive law),

      3. a b x ð Þ ¼ abð Þ  x (associative law),

  4. a x 0ð Þ ¼ a0     ð Þ  x a x¼ ð Þ0 ,

    5. 1 .x ¼  x

         Let us give that trivial example of a hypervector space.
      Example 4.10. Let n ,∈  F n          is a hypervector space over where the composition ofF

   elements are as follows:

      x y z⊕ ¼ ∈ F n  ; z i  ∈ xi  ⊕ y i      , 1i ¼ … n
 

       and a x a x ¼  1    , a x 2      , ,… a x n  ð Þ for any

   x y, ∈ F n     and .a ∈ F

    Definition 4.11. [23] Let V
Ð

    , ,⊕  , 1
 

        be a hypervector space over . A subsetF

  A ⊆ V
Ð

      is called a subhypervector space of V
Ð

if:

  1. 0,A 6¼

         2. for all , , thenx y A∈ x y⊕ 0  ⊆ A,

                3. for all , for all , then .a ∈ F x A∈ a x A ∈

            Definition 4.12. [23] Let be a subset of a hypervector spaceS V
Ð

    over . isF S
        said to be linearly independent if for every x1  , x2    , ,… x n     in and for everyS

a1  , a 2    , ,… a n       in F , (n ∈n 0, 1f g      ) such that 0 ∈ a1   x1  þ a2   x2    þ þ⋯ a n   xn implies
 that a 1  ¼ a 2    ¼ ¼⋯ a n  ¼ 0.

             If is not linearly independent, then we said that is linearly dependent.S S
       If is a nonempty subset ofS V

Ð

       , then the smallest subhypervector space of V

      containing is the set define byS

Sh i  ¼ ∪

P

n

i¼1
ai   x i  j xi   ∈ S , a i        ∈ ∈F , n n 0, 1f g

 
     ∪ l Sð Þ, (where l Sð Þ ¼

        a x a x j ∈ F , ∈ Sf g).
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    Definition 4.13. [23] Let V
Ð

           be a hypervector space over . A vectorF x ∈ V
Ð

is

         said to be a linear combination of the vectors x1  , x 2    , ,… xn  ∈ V
Ð

  if there exist
a1  , a 2    , ,… a n       ∈ ∈F such that x a 1   x 1  þ a2   x 2    þ þ⋯ a n   xn   in the hypervector

           spaces, the notion of basis exists and he have the following definition.
    Definition 4.14. [23] Let V

Ð
            be a hypervector space over and be a subset ofF B V

Ð
.

          The set is said to be a basis forB V
Ð

if,

   1. is linearly independent,S

   2. every element of V
Ð

        can be expressed as a finite linear combination of
  elements from .S

  4.3 Polynomial hyperring

                We assume that is such that for all , ,F a b ∈ F a b 0
 

 ¼ a0     ð Þ  b a b¼ ð Þ0 .
                 Let denote by F x½  the set of all polynomials in the variable over . Let thex F

 polynomials f xð Þ ¼
Pn

i¼0 ai x i  and g xð Þ ¼
Pm

i¼0 bi xi   in F x½  .

     Let us define the set P ∗ Fð Þ x½  ¼ f
Pn

k¼0 A k x k   ; where A k  ∈ P ∗     Fð Þ , , then ∈g
        hypersum and hypermultiplication of f xð Þ and g xð Þ are defined as follows:

   ⊕ : F x½   F x½  ! P ∗  Fð Þ x½  (1)

  f xð Þ , g xð Þð Þ ↦ f   ⊕ gð Þ xð Þ ¼ a 0  ⊕ b 0ð Þ þ a 1  ⊕ b 1     ð Þ x aþ þ⋯ M  ⊕ bMð Þx M  , (2)

     where M max n m¼ ,f g  : (3)

   : F x½   F x½  ! P ∗  Fð Þ x½  (4)

  f xð Þ , g xð Þð Þ ↦ f gð Þ xð Þ ¼
Xm nþ

k¼0

X

l j kþ ¼

al   b j

0

@

1

Ax k          , if deg fð Þ ≥ 1 and deg gð Þ ≥ 1 (5)

      The following remark is from Jan ic-Ra ovi [24].č š ć

           Remark 4.15. The algebraic hyperstructure F x½  , ,⊕ ð Þ is an additive-
 multiplication hyperring.

        4.4 Linear codes and cyclic codes over finite hyperfields

              In this section we shall define and discuss about the concept of linear and cyclic
      codes over the finite Krasner hyperfield F 2       from the . Let us recallExample 4.6

              some basics from code theory. Let be a linear code, the Hamming distanceC d H  x y,ð Þ
                 between two vectors , is defined to be the number of coordinates in whichx y ∈ C x

              differs from . The minimum distance of a code , denoted byy C d Cð Þ, i s d Cð Þ ¼
 min fd H                     x y,ð Þ∣ ∈x y, C 6¼ gand x y . In this case we can also compute for a code word

     x w∈ C, the integer H           xð Þ which is the number of nonzero coordinates in also calledx
   Hamming weight of .x

                  We denoted by dimk ¼ Cð Þ the dimension of and the code is called an , ,C C n k dð Þ
         -code which can be represented by his generator matrix [25].

      Let us define linear code over F 2 .
         Definition 4.16. A subhypervector space of the hypervector space F n

2   is called a
       linear code of length overC n F 2.

                 The concept of dual code is a very useful in the coding theory. Let us define it on
   the Krasner hyperfield F 2 .
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               Definition 4.17. Let be a linear code of length ( 2) overC n n ≥ F 2     . The dual of C

       is also a linear code defined by C ⊥    ≔ ∈y F n
2      j 0 ∈ x yt    , ∀ ∈x C

 
.

      The code is self-dual ifC C ¼ C ⊥ .
           Here is an basic example of a linear code and his dual.

         Example 4.18. Let C ¼ 000, 101, 011, 110, 111f g         be a linear code of length over F3 2 .

            It’s easy to check that the dual of C is defined by C⊥   ¼ 000, 111f g .
             As in the classical case, the notion of cyclic code on hyperstructures still works

        with polynomials. So i that way the polynomial f xð Þ ¼ a0  þ a 1 x1  þ a 2x 2   þ þ⋯

an1 xn1         of degree at most 1 overn  F 2        may be considered as the sequence a ¼
a 0  , a1  , a 2    , ,… a n1     ð Þ of length inn F n

2         . In fact, there is a correspondence between F n
2

    and the residue class hyperring F 2 x½ 
x n 1ð Þ [25].

  ξ : F n
2 !

F 2 x½ 

x n   1ð Þ

  c c¼ 0  , c 1  , c 2    , ,… c n1  ð Þ ↦ c0  þ c1 x1  þ c 2x 2    þ þ⋯ cn1 x n1:

            Using Theorem 3.7 in [26], the multiplication of by any element ofx F2 x½ 
xn 1ð Þ is

            equivalent to applying the shift map of the Definition?? to the correspondings
  element of F n

2          , so we use the polynomial to define cyclic code.
              We are now going to define a distance relation on linear codes over the finite

 hyperfield F 2                , which will allow us to detect if there is an error in a received word.
     Proposition 4.19. The mapping define by

dH  : F n
2  F n

2  ! 

  x y,ð Þ ↦ d H      x y,ð Þ ¼ card i x∈ j i  6¼ yi

 

    is a distance on F n
2     , called the Hamming distance.

         Proof. The proof is similar to the classical case. □
         The following remark will be helpful to define Hamming weight.

      Remark 4.20. For an x ∈ F n
2      , we write x x¼ 1f g    , ,… xnf g    ð Þ such that belongsx

     now to the cartesian product P ∗ F2ð Þð Þn      . Hence we can compute w H xð Þ ¼
      card i x∈ ∉j 0 if g  ¼ d H  0, xð Þ .

     The following map denoted by w H     on the cartesian product P ∗ F 2ð Þð Þn :

wH  : P ∗ F 2ð Þð Þ n  ! 

  a a¼ 1    , ,… a n        ð Þ ↦ card i a∈ ∉j 0 if g :

     is the Hamming weight on F n
2        . So for all ,x y ∈ F n

2    , we have d H  x y,ð Þ ¼ w H   x y⊕ 0ð Þ.
       If is a linear code overC F 2       , the integer number mind ¼ w H   xð Þ j x ∈ Cf g  is called

      the minimal distance of the code .C
         To characterized a linear code of length overn F 2     as a subhypervector space of

F n
2                 , it is sufficient to have a basis of that linear code. This basis can often be

       represented by a -matrix overk n F 2        (where is the dimension of the code).k
   We denoted by M F 2        ð Þ be the set of all matrices over F 2 .

         Definition 4.21. Let be a linear code overC F 2       . We called a generator matrix of
    C any matrix from M F 2          ð Þ where the rows form a basis of the code .C

   Proposition 4.22. Let B˩  ∈ Mk n F 2         ð Þ be a generating matrix of the linear code C

 over F 2       , then c aC ¼ ∈  B˩    j Fa ∈ k
2

 
.
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         Proof. Let be a ,C n k½ -linear code over F 2  and B˩      a generating matrix of . ThenC
   the rows of B˩  ∈ Mk n F 2          ð Þ form a basis of C. S o C consists of all linear combinations

    of the rows of B˩       , therefore C ¼ c a∈  B˩    j Fa ∈ k
2

 
 . .□

       It is know that the dual code C ⊥       of the linear code overC F 2     is also linear, so C⊥

        has a generating matrix called a parity check matrix.
            Here and until the end of this paper, we will denoted by B˩   the generating matrix

  and by H˩           the parity check matrix of the linear code overC F 2 .

   Example 4.23. Let B˩ ¼
1 0 1

 0 1 1

 
        be a generating matrix of the linear code C

           from Example 4.18. Then the parity check matrix of isC H˩  ¼ 1 1 1ð Þ .
                  Theorem 4.24. Let be a linear code of length n (n ) and dimension k overC ≥ 2 F 2 .

 Then H˩  ∈ M n kð Þ  n F 2    ð Þ and 0 ∈ B ˩  H ˩
t       . (It should be noted that H˩

t  means the
  transpose of H )˩.

           Proof. Let the generating matrix and the parity check matrix be denoted

  respectively by B˩ ¼

g1

⋮

gk

0

B@

1

CA  and H˩ ¼

h 1

⋮

h n k

0

B@

1

CA   , where g i  ∈ F n
2  and h j  ∈ F n

2 (for

        i k j n k¼ 1⋯ and ¼ 1⋯  ).

 Then, B˩  H ˩
t ¼

g 1   h t
1 g 1   h t

2  ⋯ g1   h t
n k

g 2   h t
1 g 2   h t

2  ⋯ g2   h t
n k

⋮ ⋮ ⋮ ⋮

g k   h t
1 g k   h t

2  ⋯ gk   ht
n k

0

BBBBBB@

1

CCCCCCA
      . Thus, by the definition of C ⊥ ,

  0 ∈ B˩  H˩
t  . □

         We now give some examples of linear codes over F 2    and we make some
            comparison between the linear codes over the finite field with two elements 2 and

       the linear code over the Krasner hyperfield F 2 .

   Example 4.25. Let F 3
2      be a hypervector space over F 2     and be a subhypervectorC

  space of F 3
2                  , with dimensional k . Then is a linear code of length n and¼ 2 C ¼ 3

     dimension k over¼ 2 F 2 .

 1. Let B1 ¼
0 1 0

1 0 1

 
        be a generating matrix of the linear code C1 ¼

   000, 010, 101, 111f g  over F 2  . B 1          is also a generating matrix of a linear code C 2 ¼
             000, 010, 101, 111f g of length 3 and dimension 2 over the finite field 2   . These two

 codes C1  and C 2       have the same parameters and card C1  ð Þ ¼ card C 2ð Þ.

 2. Let B2 ¼
1 1 0

1 0 1

 
          be another generating matrix of the linear code overC F 2 .

B2          is also a generating matrix of a linear code C0
2       of length 3 and dimension 2 over

   the finite field 2 .

    Here we have that C1      ¼ 000, 110, 101, 011, 111f g  , C0
2     ¼ 000, 110, 101, 011f g, so

         these two codes have the same parameters but card C1   ð Þ > card C 0
2

 
.

 3. Let Bmin ¼
Id k Id n k

  0 
 (where Id k      is the k k-identity matrix).

16

        Coding Theory - Recent Advances, New Perspectives and Applications



Bmin         is a generating matrix of a linear code Cmin       of length and dimension overn k
F 2          (with ). The linear coden k k ≤ C min  over F 2   generated by Bmin  has the

      minimal number of code words, card Cminð Þ ¼ 2k.

 4. Let B max  ¼ Idk 1n k  ð Þ (where Id k      is the identity matrix and 1n k   is the matrix
       such that every element is equal to 1).

Bmax         is a generating matrix of a hyperlinear code Cmax     of length and dimensionn
    k > 2 over F 2     . The linear code C max  over F 2   generated by Gmax   has the maximal

     number of code words, card Cmaxð Þ ¼ 2 n k þ
Pk1

i¼2

k

i

 
   þ þk 1.

       This remark is deduce from the previous example.
             Remark 4.26. There exists a finite hyperfield such that for any other finite field

             of the same cardinality, the linear codes over the hyperfield are always better than
             the classical linear code over the finite field. (i.e., they have more code words).

           In classical coding theory, one of the most important problems mentioned by
             MacWilliams and Sloane in their book [27] is toThe Theory of Error-Correcting Codes

             find a code with a large number of words knowing the parameters (length, dimen-
            sion and minimal distance). So the hyperstructure theory may help to increase the

           number of code words. That is the subject of the next theorem.
               Theorem 4.27. Let be a linear code of length n and dimension k overC F 2     . If M is the

    cardinality of , thenC 2k   ≤ ≤M

2n k        þ þk 1, 2;if k ≤

2n k þ
Pk1

i¼2

k

i

 !
       þ þk 1, 2if k > :

8
><

>:
.

               Proof. Since a generating matrix contains a basis of the linear code as rows, itC
               is sufficient to give a way how to construct a generator matrix for the code where

   the cardinality is maximal.
      If 2, this is trivial.k ≤
           If 2, then we choose a generator matrix such that:k >

               1. in the first columns no 1 is repeated. (this forces that every code wordk
     belongs to only one linear combination).

            2. not any sum of elements in one column is equal to zero.

                 3. all the elements of the last columns are equal to 1. (because we needn k
        every combination has the maximal number of code words)

        Therefore, the maximal number of code words is 2n k þ
Pk1

i¼2

k

i

 
    þ þk 1. □

              We deduce from the Theorem 4.27 what is follow, which mean that a linear code
   over the hyperfield F2    satisfies the Singleton bound.

               Corollary 4.28. Let be a linear code of length n and dimension k overC F 2   , and C 0 be

             a linear code of length n and dimension k over the finite field 2     . Then d d≤ 0      ≤ n k þ 1
         (where d is the minimal distance of and dC 0      is the minimal distance of C 0 ).

          The following next propositions give some characterization of the linear codes
 over F 2         using their generating matrix and their parity check matrix.

               Proposition 4.29. Let be a linear code of length n and dimension k overC F 2  , then

          c if and only if c∈ C 0 ∈  H˩
t .
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       Proof. ) C H): Let c ∈ and ˩ ¼

h 1

⋮

hn k

0

B@

1

CA         be the parity check matrix of the code .C 

  Then c  H˩
t    ¼ c ht

1    , c h t
2     , ,⋯ c h t

n k

 
     , thus by definition of C⊥   , 0 ∈ c  H˩

t.

      () Assume that 0 ∈ c  H˩
t       , then belongs either toc B˩      , or to a linear combination

   of rows of B˩      . Therefore .c ∈ C □
            Proposition 4.30. Let be a linear code of length n overC F 2      , then the double dual of

       C C Cis equals to , that is ⊥
 ⊥

¼ C .

      Proof. Using Proposition 4.3 in [26], C ⊥
 ⊥

        is a linear code of length overn F 2 ,

        so it is sufficient to show that C ¼ C ⊥
 ⊥

     . By definition we have C ⊥
 ⊥

¼

  f Fa ∈ 2      ∣ ∈0 y a t      ; for all y ∈ C ⊥         g C C, so it is straightforward that ⊆ ⊥
 ⊥

  . Now, let

  a ∈ C ⊥
 ⊥

  . Let H˩ ¼

h 1

⋮

hn k

0

B@

1

CA          be the parity check matrix of the code , thenC

 a  H˩
t ¼

Pn

i¼1
ai   h1,i  , ,⋯

Pn

i¼1
a i   h n k i ,

 

¼
Xn

i¼1

h1,i   a i  , ,⋯
Xn

i¼1

h n k i ,   a i

 !
¼

Xn

i¼1

h1,i   a t  , ,⋯
Xn

i¼1

hn k i ,   a t

 !
:

    Thus 0 ∈ a  H˩
t    by definition of C ⊥

 ⊥
        , therefore . We conclude the proofa ∈ C

    by using Proposition 4.29. □
         It is known from [26] that cyclic code in F n

2     has only one generating polynomial,
          so it is clear that this polynomial divides the polynomial xn   1.

    Proposition 4.31. If g xð Þ ¼ a0  þ a 1     x aþ þ⋯ k x k  ∈ F 2     x½  , is the generating polyno-

       mial for a cyclic code overC F 2   , then B ˩ ¼

a0  ⋯ a k  0 0 ⋯ 0

 0 a0  ⋯ a k   0 0⋯

0 0 a 0 ak ⋯ ⋮

  ⋮ ⋮ ⋱ ⋱ ⋯ ⋱ 0

  0 0 ⋯ 0 a0  ⋯ a k

0

BBBBBB@

1

CCCCCCA
 is the

      generator matrix of the cyclic code .C
  Proof. Let g1  ¼ a 0    , ,… ak    , 0, … , 0ð Þ ∈ F n

2   , then B˩     can also be write as

B˩ ¼

g 1

s g 1

 
 ¼ g2

s2 g1

 
 ¼ g3

⋮

s k1 g 1

 
 ¼ g k

0

BBBBBB@

1

CCCCCCA
       (where is the shift function ands s k   ¼ s s s k∘ ∘⋯∘ , -successive

shifts).
                Since the polynomial generates , we haveg C C ¼ < g xð Þ > . Let , thenc ∈ C

c ið Þ i n¼1⋯     ¼ c ∈ g xð Þ  p xð Þ (where b 0  þ b 1     x bþ þ⋯ n1 x n1  ¼ p xð Þ ∈ F 2 x½ 
xn 1ð Þ  ) implies

 that ci ∈
P

l jþ al   b j      if andi k≤ c i       ¼ 0 else if ( ).i k>

           Focus on g xð Þ and p xð Þ , the element belongs to the sumc b 0   g xð Þ þ b 1   x  g xð Þ þ

  ⋯ þ bn1   xn1           g xð Þ because this sum can also be written as e1   g 1  þ e2   g 2   þ þ⋯
ek   g k   (e e¼ 1    , ,… ek  ð Þ ∈ F n

2           ), and is a cyclic code generated byC g xð Þ . □
         The following Proposition use same notations as in Proposition 4.31.
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     Proposition 4.32. [28] Let h xð Þ ∈
F 2 x½ 
xn 1ð Þ

     be a polynomial such that xn     1 ∈ h xð Þ 

 g xð Þ , then

     1. The linear code overC F 2    can be represented as

 C ¼ p xð Þ ∈
F 2 x½ 

xn 1ð Þ    j 0 ∈ p xð Þ  h xð Þ
n o

.

        2. h xð Þ is the generating polynomial for the linear code C⊥ .

            To illustrate what is doing for cyclic codes and polynomials, we have this
example.

         Example 4.33. Let be a linear code overC F 2      generate by the polynomial g xð Þ ¼

  1 þ x2 ∈ F 2 x½ 
x3 1ð Þ

            . Then the generator matrix of the code is given byC B˩ ¼
1 0 1

1 1 0

 
.

 Since x3       þ1 1∈ x 2ð Þ _      ⊙} 1 þ þx x 2         ð Þ, then the polynomial h xð Þ ¼ 1 þ þx x2 is
               the parity check polynomial of the code , and the parity check matrix is given byC 

H˩  ¼ 1 1 1ð Þ .

  Thus C ¼ p xð Þ ∈ F2 x½ 
x 3 1ð Þ

 j x 3     1 ∈ p xð Þ _      ⊙} 1 þ þx x2ð Þ
n o

¼

   0, 1 þ x 2     , 1 , 1þ x þ þx x 2    , x xþ 2
 

.

 5. Conclusions

          This Chapter divides in three sections Fuzzy linear codes over p k   , Fuzzy p k -

linear codes and Linear codes over Krasner hyperfields just introduce some new]
perspectives in the field of coding theory. In the first and second section, we define]
and give some related properties of these on codes. We show in some example that]
fuzzy linear code can deal with uncertain information directly. The third section,]
which joint the previous sections in the sense that fuzzy fields/rings and Krasner]
hyperfields are non classical structures which approxim very well many real life]
situation, study linear codes over Krasner hyperfields as linear codes over finite]
fields. Many of their properties are given and the important thing that arise here is]
that with almost the same parameters linear codes construct on Krasner hyperfields]
have much code words than one construct on fields.
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